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Abstract

Fluorescence polarization microscopy is a powerful modality capable of sensing

changes in the physical properties and local environment of fluorophores. In this

thesis we present new applications for the technique in cancer diagnosis and treat-

ment and explore the limits of the modality in scattering media.

We describe modifications to our custom-built confocal fluorescence micro-

scope that enable dual-color imaging, optical fiber-based confocal spectroscopy

and fluorescence polarization imaging. Experiments are presented that indicate

the performance of the instrument for all three modalities.

The limits of confocal fluorescence polarization imaging in scattering media

are explored and the microscope parameters necessary for accurate polarization

images in this regime are determined. A Monte Carlo routine is developed to

model the effect of scattering on images. Included in it are routines to track the

polarization state of light using the Mueller-Stokes formalism and a model for fluo-

rescence generation that includes sampling the excitation light polarization ellipse,

Brownian motion of excited-state fluorophores in solution, and dipole fluorophore

emission. Results from this model are compared to experiments performed on a
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fluorophore-embedded polymer rod in a turbid medium consisting of polystyrene

microspheres in aqueous suspension.

We demonstrate the utility of the fluorescence polarization imaging technique

for removal of contaminating autofluorescence and for imaging photodynamic ther-

apy drugs in cell monolayers. Images of cells expressing green fluorescent protein

are extracted from contaminating fluorescein emission. The distribution of meta-

tetrahydroxyphenylchlorin in an EMT6 cell monolayer is also presented.

A new technique for imaging enzyme activity is presented that is based on

observing changes in the anisotropy of fluorescently-labeled substrates. Proof-

of-principle studies are performed in a model system consisting of fluorescently

labeled bovine serum albumin attached to sepharose beads. The action of trypsin

and proteinase K on the albumin is monitored to demonstrate validity of the tech-

nique. Images of the processing of the albumin in J774 murine macrophages are

also presented indicating large intercellular differences in enzyme activity. Future

directions for the technique are also presented, including the design of enzyme

probes specific for prostate specific antigen based on fluorescently-labeled den-

drimers. A technique for enzyme imaging based on extracellular autofluorescence

is also proposed.
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Chapter 1

Introduction

This thesis is devoted to developing new applications of confocal fluorescence

polarization microscopy for use in biology and medicine. In order to better un-

derstand the fundamental principles of imaging in an environment like tissue, this

introduction will cover the basic diffraction-limited aspects of confocal fluores-

cence microscopy and provide a brief overview of tissue optical properties. Since

the applications covered here all deal with measurements of polarized fluorescence,

an introduction to the fundamentals of fluorescence anisotropy is also provided.

1.1 Fundamentals of confocal microscopy

Confocal microscopy is a widely used imaging modality with a long history that

can be traced back to Minsky’s 1961 patent [1]. It has uses in fields as disparate

as materials science and biological imaging in both reflectance and fluorescence

imaging modes. Implementation of confocal microscopy has exploded in the past

15 years due in large part to advances made in confocal fluorescence microscopy.

These have been driven by the necessity in biomedical imaging to localize flu-
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orescent sources in three dimensions. The various endogenous and exogenous

fluorescent probes available thus give the ability to generate images that yield

information on intra- and extracellular structure as well as cellular function.

Confocal imaging is achieved rather simply as shown in Figure 1.1. Excitation

light enters the system and is focused onto the sample of interest to generate

fluorescence. A fraction of the fluorescence signal is collected by the objective and

relayed to the detector. In the most basic form, confocality is achieved by insertion

of a pinhole in front of the detector. The aperture is optically conjugate with the

excitation beam focus, and as a result preferentially passes light originating from

the focus (solid line) while rejecting the majority of the light from outside the

focal volume (dotted/dashed lines). The presence of the pinhole improves in-

plane resolution by about a factor of 1.4 over conventional microscopy for optimal

pinholes, but more importantly it gives the ability to “ optically section” i.e.

discriminate objects along the optical axis. By acquiring a series of images spaced

along the optical axis, confocal microscopy gives the ability to measure the relative

position of objects in three dimensions through sequential image observation or

sophisticated reconstruction algorithms.

The disadvantage to intentionally restricting the region of observation to an

extremely small volume near the focus is that the entire field of view is not si-

multaneously visible as it is with conventional microscopy. In practice the image

must be built up on a per-pixel basis by employing a scanning mechanism. Nu-

merous approaches are employed to accomplish this task, including the Nipkow

spinning disk [2], object scanning, and beam scanning [3]. Our microscope em-
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Excitation
Source

Pinhole

Objective

Sample

Dichroic 
mirror

Detector

Figure 1.1: Basic setup of a confocal microscope. Excitation light excites fluorescence in the
sample which passes through the dichroic mirror to the detector. Optical sectioning is achieved
by insertion of a pinhole immediately in front of the detector. Out of focus light (indicated by
dotted lines) is rejected by the pinhole and only that light originating at the focus is detected.
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ploys beam scanning as it minimizes sample movement, especially for imaging

objects immersed in liquid.

1.2 Fourier optics of confocal microscopy

Confocal fluorescence microscopy is an incoherent imaging technique that can

be described in Fourier optics terms by the relation [4]

Iimage = |h1 h2eff |2 ⊗ f, (1.1)

where Iimage is the image intensity, f is the spatial distribution of fluorescence,

h1 is the amplitude point spread function (psf) of the excitation optics, and h2eff

is the effective psf of the fluorescence collection optics. Since these include the

pinhole, h2eff is

|h2eff |2 = |h2|2 ⊗D, (1.2)

where h2 is the amplitude psf of the detection optics and D is the sensitivity

function of the detector, which in the case of a pinhole is its spatial extent. A

very large pinhole corresponding to a large D reduces the imaging to that of a

conventional microscope. At the other extreme with an arbitrarily small detector,

D becomes δ-like, h2eff reduces to h2, and the imaging can be described by [4–6]

Iimage = |h1(u, v) h2(u/κ, v/κ)|2 ⊗ f. (1.3)

Here the term κ is the ratio of the emission to excitation wavelengths (κ =
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λem/λex), and the excitation and detection psfs are expressed in terms of the

normalized optical coordinates u and v. These in turn are related to the physical

object radial and axial distances, ρ and z, by

v =
2π

λex

ρ sinα and u =
8π

λex

z sin2
(α

2

)
, (1.4)

where sinα is the numerical aperture of the objective. One consequence of fluo-

rescence imaging is shown by the presence of κ in Equation 1.3. Involvement of a

second, longer wavelength in the imaging process adversely affects the resolution

in a manner directly proportional to the Stokes shift. Optimal performance is

achieved as λem → λex, while as λem → ∞ optical sectioning ability degrades.

Discrimination of point objects in-plane and axially is described by [7]

∆rconf =
0.32λgm

NA
and ∆zconf =

1.26nλgm

NA2
. (1.5)

In these expressions, ∆rconf and ∆zconf are the full width at half maximum

(FWHM) resolution values in the lateral and axial directions and λgm is the ge-

ometric mean of the excitation (λex) and emission (λem) wavelengths (λgm =

√
λexλem). This arises because the excitation and fluorescence point spread func-

tions multiply in confocal microscopy and are necessarily based upon different

wavelengths. Note that the considerations outlined here are all approximate as

fluorescence emission possesses a band of emission wavelengths. Typically these

equations are evaluated at the peak of the emission and the spectral extent of the

emission is not considered.
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Since confocality relies on the placement of a pinhole in front of the detector,

pinhole radius is the most important free parameter of a confocal system. Typi-

cally the size of the pinhole is calculated in terms of a normalized pinhole radius,

vp, defined as [4]

vp =
2πρ

λexms

NA. (1.6)

Here ρ is the physical pinhole diameter, ms is the total magnification of the system,

and NA is the numerical aperture of the microscope objective. The inclusion of

ms in the equation is necessary because the normalized coordinates in Equation

1.4 are calculated with respect to the object plane. The pinhole is located at the

detector plane, and as a result the coordinates at the object must be multiplied

by the total system magnification to yield the correct pinhole size.

There is a body of literature devoted to the proper selection of pinhole size

based on several criteria [8–12]. Some of the first work in this area was performed

by Wilson & Carlini, who looked at the effects of pinhole size in confocal re-

flectance imaging systems [8]. They found that the in-plane resolution is more

susceptible to changes in pinhole size than is the axial resolution. Since axial

resolution is the primary motivation for using confocal microscopy, relaxing the

requirement that vp = 0.5 for optimal in-plane imaging to vp ∼ 2.5 still allows

reasonable optical sectioning to occur while increasing signal levels. Wilson found

the same criterion to be valid for confocal fluorescence microscopy by investigat-

ing the axial response as a function of pinhole radius [6]. Kimura & Munakata

also considered fluorescence confocal microscopy, but they examined the 3-D op-

tical transfer function as a whole [9]. From these considerations, it was found
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that vp < 1 was almost equivalent to the infinitely small pinhole case, with plots

indicating that the loss in detail was not dramatic for sizes as large as vp = 2.

From these papers, and in particular the work of Wilson, it is common to select

a pinhole size that corresponds to vp = 2.5 to yield appreciable signal levels while

nearly preserving the axial section thickness provided by a smaller pinhole.

1.3 Image artifacts in confocal microscopy

While imaging deep into intact tissue sections is highly desirable from a biolog-

ical standpoint, it presents significant optical problems. Most microscope objec-

tives are optimized for imaging of thin, transparent samples located immediately

adjacent to the coverslip. When imaging deep into a tissue sample, however,

bulk tissue scattering and absorption degrade signal strength and compromise

the diffraction-limited nature of the optics. Even in the absence of absorption

and scattering there may be severe image degradations from monochromatic and

chromatic aberrations.

1.3.1 Influence of optical aberrations

Spherical aberration is the most prevalent monochromatic aberration encountered

in confocal microscopy performed at depth [13]. Refractive index mismatches be-

tween the objective immersion medium and the sample lead to spherical aberra-

tion that is more prevalent for higher numerical aperture objectives. The most

commonly used immersion media for microscope objectives are air (n = 1.00),

water (n = 1.33), glycerol (n = 1.47), and oil (n = 1.515). Unfortunately, it is

impossible to match the refractive index of the immersion medium to that of all
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cellular components as there is a range of subcellular targets with indices from

1.34-1.41 [14, 15]. As a result of the induced spherical aberration in cases with

large discrepancies in refractive index, there is a dramatic loss in returned signal

strength and resolution that can severely limit the depth to which images can

be acquired. In going from an oil immersion objective (NA 1.3) into water, for

example, intensity of the returned signal can be reduced by over 90% in moving

the excitation beam focus from the sample surface to a depth of 50 µm. Under

the same conditions, the FWHM of the axial and lateral psfs increase by a factor

of 3 and 1.5, respectively [16].

1.3.2 Influence of light scattering

Image degradation due to scattering can be the dominant form of image quality

reduction in confocal microscopy of biological samples. In the case of single-

photon fluorescence imaging, the depth of penetration is limited by the reduction

in image contrast and resolution due to fluorescence generated by scattered exci-

tation photons [17–19]. Rejection of scattered light can be achieved by changing

the NA, but the most effective means of discrimination is the use of a pinhole.

When imaging deep into samples, however, the pinhole is no longer able to limit

the collected light to just the focal region. Contribution from scattered light to

the signal gradually increases with depth until eventually nearly all of the signal

is scattered light. In some cases in highly scattering environments, the primary

signal can originate from a region that is shallower than the focal zone with little

signal from the ballistic light originating at the focus [20].
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1.4 Review of tissue optical properties

Transmission of unscattered light through tissue decreases exponentially in accor-

dance with Beer’s Law. In the common language of tissue optics, this is described

as

It
I0

= e−µt�, (1.7)

where It and I0 are the transmitted and incident intensities, � is the thickness of

the tissue, and µt is the total attenuation coefficient. Absorption and scattering

coefficients (µa and µs) are both accounted for in µt as

µt = µs + µa =
1

�s
+

1

�a
. (1.8)

In this equation µa and µs have been recast in terms of the absorption length, �a,

and the scattering mean free path length in tissue, �s. For scattering in homoge-

nous media, �s can be found from the scattering cross section, σs, and the number

density of scattering particles, N , according to

�s =
1

σsN
. (1.9)

In addition to scattering and absorption coefficients, the other important phys-

ical property of tissue is the phase function, p. The phase function describes the

probability of scattering into a given direction from the incident direction and is
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normalized over all solid angles, Ω, according to

∫
4π

p dΩ = 1. (1.10)

Typically in tissue optics an asymmetry parameter, g, is reported to describe the

complicated nature of tissue scattering. It is the average cosine of the scattering

angle, θ, defined by

g = 〈cos θ〉 =

∫
4π

p cos θ dΩ. (1.11)

For distributions wherein the light scattering is completely isotropic or is symmet-

ric about a scattering angle of 90◦, g=0. Highly forward scattering or backscat-

tering particles approach g=1 and g=-1, respectively.

Values for tissue optical coefficients vary widely depending on the tissue type

and preparation. A summary of absorption, scattering, and anisotropy coefficients

of dozens of tissue types is contained in a review by Cheong et al. and the

references contained therein [21]. Typically for wavelengths in the range from 600

- 1000 nm, scattering dominates absorption as a mechanism of attenuation. In

this range known as the “ therapeutic window,” µs is approximately 2 - 3 orders of

magnitude greater than µa [22, 23]. For wavelengths less than 600 nm, hemoglobin

and melanin absorption become large and it is no longer valid to assume µs � µa.

The same holds true beyond 1000 nm where the near IR absorption of water is

comparable to hemoglobin absorption for wavelengths in the visible less than 600

nm [24].
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1.4.1 Scattering properties of cells and tissue

The origins of light scattering in tissue are well explored but not perfectly under-

stood due to the highly complex nature of the index of refraction variations that

lead to scattering [25]. What is clear, however, is that cells, cellular organelles,

and the surrounding extracellular matrix all scatter light to varying degrees.

Light scattering measurements indicate that, even in the absence of extracel-

lular matrix, cells and cellular organelles scatter light in a complicated fashion.

Perelman et al. showed that scattering from nuclei is an observable effect in

spectrally-resolved backscattering experiments [26]. They found that nuclear size

distributions derived from analysis of backscattered light matched well with re-

sults from microscopy for two cell lines. Mitochondria are another important light

scattering component of the cell, a fact that is supported by numerous studies.

Bartlett et al. used an approach similar to that of Perelman et al. with polarized

light spectroscopy to investigate the distribution of particles contributing to light

scattering from Siha and MCF7 cell lines [27]. They found the most prominent

source of scattering was from particles near 2 µm in size, which is consistent with

typical mitochondrial dimensions [28]. We have also performed angularly resolved

light scattering measurements of EMT6 cell suspensions and found that Mie the-

ory fits to cellular scattering yield a distribution of particle diameters with a peak

near 1 µm. We interpret this peak as representing mitochondria, and this is sup-

ported by electron microscopy studies. Data from this study are shown in Figure

1.2.

Another important source of scattering is the extracellular matrix, where it has



1.4. REVIEW OF TISSUE OPTICAL PROPERTIES 12

1 µm

A

B

Figure 1.2: Intracellular morphology and angularly dependent light scattering. Panel A shows
a transmission electron micrograph of an EMT6 cell monolayer. A region of interest is shown
containing several mitochondria and a scale bar for reference. Panel B is a plot of the normalized
angularly-resolved light scattering from an EMT6 cell suspension illuminated with 633 nm light
from a helium-neon laser. As is the case in many tissue types, the scattering is highly peaked
in the forward direction. This distribution can be interpreted as contributions from cellular
organelles, and in particular from mitochondria like those shown in A.



1.4. REVIEW OF TISSUE OPTICAL PROPERTIES 13

been shown that collagen is an important source of tissue turbidity. Saidi et al.

found that scattering in neonatal skin was described well by cylindrical Mie scat-

tering combined with a Rayleigh-type scattering term for short wavelengths [29].

They attributed the majority of the scattering to collagen fibers, a conclusion that

was supported by histology and with measured age-dependent changes in collagen

fiber diameter. Nickell et al. concluded that collagen orientation was responsible

for the anisotropic propagation of light in human skin [30]. These results were

verified via Monte Carlo simulations and measurements of the anisotropic nature

of the scattered light distribution at the tissue surface from different parts of the

body. Incidentally, it has also been shown that the structure of collagen leads to

it exhibiting birefringence. This property has been exploited in optical coherence

tomography studies for quantifying burn severity in human skin by measuring the

temperature-induced changes in collagen birefringence [31].

Equations 1.7 and 1.8 indicate the importance of the magnitude of µs as it

relates to µt, but they do not account for the contribution of the asymmetry

parameter, g. The angular distribution of scattering is quite important, especially

in cases where detected light is dominated by a very small number of scattering

events [32]. Since most tissues are very forward scattering, g tends toward 1.

Marchesini et al. found g to range from 0.68 to 0.75 for several human tissues,

while Ghosh et al. found g to be 0.88 and 0.96 for normal and malignant breast

tissue, respectively [23, 33]. The highly forward directed nature of the scattering

indicates that the size of the important scatterers in biology is most likely on

the order of the wavelength of light or larger. However, fits to scattering data
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from both Marchesini et al. and Ghosh et al. required the inclusion of a term to

account for Rayleigh-like scattering from very small particles at large angles.

1.4.2 Absorption properties of cells and tissue

Although µs � µa in the red and near IR regions of the spectrum, quite often

measurements are made at wavelengths less than 600 nm or greater than 1000 nm

where absorption plays a more important role in attenuation. There are several

important endogenous tissue absorbers including cytochromes [34], melanin [35],

water [36, 37], and hemoglobin [38, 39]. The most important of these absorbers

in the visible range is hemoglobin, whose absorption is shown in Figure 1.3. The

most important features to notice are the double-peaked spectral features near

550 nm and the large difference between oxy- and deoxyhemoglobin (HbO2 and

Hb) absorption from 600-700 nm. The large magnitude of hemoglobin absorption

and its oxygen-dependent spectral features make it an ideal candidate for moni-

toring tissue oxygenation and manipulating tissue optical properties. Along those

lines, a recent paper from Mitra and Foster in our group showed that carbogen

breathing enhances light penetration by increasing HbO2 in vivo at the photody-

namic therapy (PDT)-relevant wavelengths of 630 and 650 nm [40]. In this case,

carbogen breathing has the dual benefit of increasing oxygen availability for PDT

while simultaneously decreasing µa and allowing greater light penetration.
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Figure 1.3: Absorption spectrum of 50 µM oxy- (HbO2) and deoxyhemoglobin (Hb). Data
plotted is a tabulation by Scott Prahl that is available on the website omlc.ogi.edu.
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1.5 Fluorescence Anisotropy

Fluorescence anisotropy measurements are used in fluorometers for applications

such as binding studies and enzyme assays, but they have been much less devel-

oped in the context of imaging. Measures of anisotropy, r, can separate signals

from fluorophores with overlapping spectra but different rotational correlation

times [41, 42], image membrane fluidity and the orientation of fluorophores in bi-

ological membranes [43], and image the binding and/or cleaving of fluorophores to

or from larger molecules [44, 45]. Sensitivity to this polarization through proper

selection of excitation light and detection parameters yields information about the

molecule of interest and the environment in which it resides.

In this section a brief overview of fluorescence anisotropy is presented in antic-

ipation of steady-state measurements detailed in this thesis. For other overviews

of fluorescence polarization in much more detail, the reader is referred to excellent

reviews by Lakowicz [46], Kawski [47], Cantor & Schimmel [48], and Weber [49].

1.5.1 Principles of fluorescence emission and polarization

The technique for measuring r is based on the property that fluorescence emission

is polarized with respect to a linearly polarized excitation beam. Fluorescence

emitted from the sample is collected and split into two orthogonal polarizations,

one parallel (I‖) and one perpendicular (I⊥) to the incident polarization vector.

The two intensities can then be analyzed to yield the anisotropy according to [46]

r =
I‖ − I⊥
I‖ + 2I⊥

. (1.12)
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Anisotropy is therefore a measure of the polarization state of the fluorescence emis-

sion found using the difference between two polarization components normalized

by the total intensity emitted by the fluorophore into 4π steradians.

In principle r can be measured to be unity if I⊥ = 0, i.e. the molecule emits

fluorescence that is polarized strictly parallel to the excitation beam vector. In

practice this does not occur, as there are several factors that reduce the highest

expected anisotropy.

1.5.2 Intrinsic sources of depolarization

In general measured anisotropies are seldom equal to 1 due to a number of factors

influencing the fluorescence process. The first class of these factors is considered

intrinsic as it involves the details of the energy transfer inside the molecule or

depends fundamentally on photoselection. These processes can be better under-

stood by first considering a single excited fluorescent molecule [46, 47]. Figure 1.4

is a representation of a molecule that has been excited with light polarized along

the z axis [46]. It is assumed that the emission dipole is aligned with the axis of

the molecule. The intensity of light passing through a polarizer located parallel

(I‖) or perpendicular (I⊥) to the z axis will depend on cos2 ψ or sin2 ψ sin2 φ,

respectively.

For fluorophore concentrations relevant to confocal microscopy, anisotropy

measurements are made on ensembles rather than individual molecules. In a

region containing a collection of randomly oriented molecules as occurs in fluid

solution, the intensities will depend on the average orientation of all the molecules

excited by the incident beam decomposed into intensities along each axis. I‖ and
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I  = sin2ψ sin2φ

I  = cos2ψ
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ψ

sinψ sinφ

m
olecule

Figure 1.4: Orientation of a single molecule and the resulting projection of the polarization onto
each axis. In this figure the input polarization is assumed to be parallel to the z-axis.
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I⊥ therefore depend on the average values 〈cos2 ψ〉 and
〈
sin2 ψ

〉
. This behavior

coupled with equation 1.12 gives a value for r according to

r =
3 〈cos2 ψ〉 − 1

2
. (1.13)

The value of 〈cos2 ψ〉 due to photoselection therefore determines the funda-

mental anisotropy, r0, the maximum value expected from a measurement in the

absence of other depolarization factors. As indicated by the form of 〈cos2 ψ〉,

〈
cos2 ψ

〉
=

π/2∫
0

cos2 ψ f(ψ) dψ

π/2∫
0

f(ψ) dψ

, (1.14)

the form of the probability of photon absorption, f(ψ), determines r0. In a random

distribution of molecules the single photon excitation probability is azimuthally

symmetric and depends on the angle between the polarization vector and the

molecule according to f(ψ) = cos2 ψ sinψ dψ. Insertion of this expression into

equations 1.13 and 1.14 yields a maximum of r0 = 0.4.

The relative orientation of the absorption and emission transition moments

is another intrinsic factor influencing the measured anisotropy. In the derivation

above it was assumed that the angle between the absorption and emission dipole

moments, β, was zero. This is not the case in general as different molecules possess

different values for β, and even in a single molecule β may change with excitation

wavelength [49]. The net effect of depolarization on r0 is similar to the form from
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photoselection, namely

r0 =
2

5

(
3 cos2 β − 1

2

)
. (1.15)

In this equation it is assumed that r0 from photoselection yields 0.4, which is the

origin of the 2
5

preceding the term in parentheses.

1.5.3 Extrinsic sources of depolarization

While intrinsic factors contribute to depolarization of fluorescence signals, they

are of limited practical interest for the purposes of the research presented here.

However, extrinsic factors modify the fluorescence in ways that give information

about the local environment, molecular mass, and even fluorescence lifetime. In

steady-state measurements these effects are intertwined and lead to changes in

polarization that make the technique useful by allowing manipulation of param-

eters of interest and measuring the effects via r measurements. For example, in

Chapter 5 we present a technique in which we monitor enzyme activity through

changes in molecular weight and fluorescence lifetime.

One of the most important extrinsic sources of depolarization is the rotational

motion of fluorophores in solution. Even for molecules in which ideal orientations

of the emission and absorption dipoles yield r0 = 0.4, the effects of molecular

tumbling in solution lead to r < r0 for steady-state measurements. The ease with

which molecules tumble in solution is described by the rotational correlation time,

τr, which is dependent on a number of physical parameters. For example, τr for a
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globular protein can be estimated using

τr =
ηV

RT
=
ηM

RT
(ν̄ + h) , (1.16)

where T is the temperature in degrees Kelvin, R is the universal gas constant, η

is the viscosity, ν̄ is the specific volume of the protein, M is the mass, and h is

the hydration. In steady-state anisotropy measurements on spherical rotators the

effect of rotation and fluorescence lifetime, τ , on anisotropy is given by the Perrin

equation [50],

r0
r

= 1 +
τ

τr
. (1.17)

The net effect of both intrinsic and extrinsic depolarization factors is to reduce

r in a multiplicative manner according to Soleillet’s Rule [46]. For the case where

r is affected by photoselection, non-parallel transition dipoles, and rotational de-

polarization, respectively, this takes the form

r =
2

5

(
3 cos2 β − 1

2

) (
1 +

τ

τr

)−1

, (1.18)

which can be seen to collapse back to r = 0.4 in the case where β = 0 and there

is no rotational molecular motion, i.e., τr → ∞.

1.5.4 Optical sources of depolarization

The nature of high NA objectives complicates the measurement of fluorescence

polarization. High NA lenses necessary for visualization of small targets drive the

measured anisotropy artificially toward zero. This arises from both the excitation
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and collection geometries [51]. Excitation light delivered to the sample by high NA

objectives contains polarization components that are not oriented strictly along

the direction of that in the beam incident on the objective lens [52, 53]. These

components tend to be small for propagation vectors near the optical axis, but

farther away they can be comparable in magnitude to the component along the

incident polarization vector. Detection of fluorescence also introduces errors in

the measured anisotropy. High numerical apertures allow the objective to sample

polarization components along all three cartesian coordinates in object space [54].

This effect on its own can reduce the anisotropy by nearly 25% as the NA (in

unit index medium) approaches one. These two effects lead to measured values

for the anisotropy that can be significantly lower than the actual value, with

the effect being more pronounced for higher numerical apertures. The use of

confocal microscopy tends to alleviate the problem somewhat as optimal pinholes

discriminate against some of the components distorted by high aperture focusing

[55].

Scattering of light by small particles in the sample also reduces the measured

anisotropy. This problem is widely recognized and observed in the measurement

of anisotropy in conventional fluorometers containing cell suspensions [56–58]. A

single scattering event can reduce the anisotropy by a factor of 0.7 [59], so detection

of light scattered even a small number times will adversely affect the performance

of a microscope. Gan et al. found that 0.202 µm polystyrene beads (n = 1.59) in

water reduced the degree of polarization of 633 nm light markedly [60]. The effect

was so strong, in fact, that the degree of polarization monotonically decreased as

a function of depth and was reduced to nearly zero at a depth of 5 mean free
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scattering depths. Small particles in cells such as mitochondria are on the order

of this size, so scattering in tissue has much the same effect on polarization.

1.6 Review of the r imaging literature

The combination of fluorescence anisotropy and imaging has not been widely ex-

ploited, and confocal anisotropy imaging in particular has been quite seldomly

used. Several groups have used the confocal arrangement to limit a spatial area

of sampling to perform time-resolved anisotropy at specific regions in individ-

ual cells and monolayers. These studies looked at torsional dynamics of DNA

[61], the design of a two-photon multi-functional microscope for time resolved

anisotropy measurements [62] and homo-FRET in cells to look at monomer-dimer

transitions of GFP fusion proteins [63]. These investigations were not designed

to image wide fields of view using confocal microscopy, however. The technique

of mapping r throughout an entire cell has been used to a limited degree in

recent years. Wu et al. used imaging of steady-state fluorescence anisotropy

to monitor membrane changes in human astrocytoma cells induced by ATP de-

pletion [64]. They were looking at the effects of the antioxidants gossypol and

tirilazad on cell membranes undergoing stress from iodoacetic acid-induced ATP

depletion. Confocal fluorescence polarization imaging has also been shown to be

useful in imaging orientational order in liquid crystals [65]. By doping the liq-

uid crystals with n,n’-bis(2,5-di-tert-butylphenyl)-3,4,9,10-perylenedicarboximide

(BTBP), the three-dimensional order throughout the samples was obtained by

noting changes in the direction-dependent fluorescence polarization. Blackman et
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al. looked at orientation of eosin-5-maleimide on the erythrocyte anion chan-

nel protein band 3 in erythrocyte ghosts by measuring confocal fluorescence

anisotropy [43]. They found evidence for three rotational species that could ac-

count for several uniaxial rotational diffusion times. The work most relevant to

that described here was performed by Entwistle & Noble [66, 67]. They used

confocal fluorescence polarization microscopy as a means to find the concentra-

tion of fluorophore at which the response to incident light becomes nonlinear

in intensity. Energy transfer between adjacent fluorophores gave a decrease in

fluorescence polarization at a concentration slightly below that which leads to

collisional quenching of fluorescence. This has obvious applications in antibody

labeling of biological samples where local concentrations of fluorophores can be

very high.

1.7 Thesis overview

In Chapter 2 the details of our custom-built attachment for confocal microscopy

and spectroscopy are presented. The chapter focuses on the optics necessary to

enable fluorescence polarization imaging and confocal fluorescence spectroscopy.

The details of the original design and construction of the scanning optics were

covered previously in Irene Georgakoudi’s thesis [68]. Chapter 2 concludes with

some representative cases demonstrating the utility of the setup. Most of Chapter

2 has been published in either our 2001 Review of Scientific Instruments paper

or our 2003 Optics Letter [69, 70]. Joint authorship on these papers is gratefully
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acknowledged with Thomas H. Foster, Curtis J. Harkrider, David L. Conover,

Irene Georgakoudi, Soumya Mitra, Michael G. Nichols, and Milind Rajadyaksha.

A Monte Carlo routine developed for modeling confocal fluorescence polariza-

tion imaging is the focus of Chapter 3. The chapter starts with a brief overview

of Monte Carlo methods as an introduction to the specific approaches used in

simulations of fluorescence polarization. Background theory and Monte Carlo

algorithms are presented for routines that are not widely used, deserve special

mention, or that are being presented here for the first time in the context of

confocal fluorescence imaging.

Chapter 4 presents results from experiments designed to quantify the effects

of scattering on fluorescence polarization imaging. Monodisperse polystyrene mi-

crosphere suspensions are used as the model turbid medium in order to com-

pare experiments directly with Mie theory calculations included in the Monte

Carlo routines. The effects at depth in scattering media are probed by imaging

a fluorophore-embedded polymer bar in solutions containing various bead sizes.

The chapter concludes by determining which optical parameters can best increase

the efficacy of confocal fluorescence polarization imaging in turbid media.

Chapter 5 presents the background proof-of-principle experiments for a

new technique that allows enzyme activity imaging by measuring fluorescence

anisotropy on a per-pixel basis. Results from a model system comprised of

sepharose beads with the enzymes proteinase K and trypsin are shown, which

demonstrate the feasibility of the method. Studies are also shown that extend the

imaging modality to J774 murine macrophages acting on bodipy-labeled bovine

serum albumin. Finally, a set of experiments are presented that outline an ap-
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proach to imaging enzyme activity with constructs developed containing the sub-

strate for prostate specific antigen. The proof-of-principle sections of the chapter

have been published previously, and co-authorship with Thomas H. Foster, John

G. Frelinger, and Harshad D. Vishwasrao is gratefully acknowledged.

Chapter 6 concludes the thesis by covering some other promising applications

of fluorescence polarization imaging and looking toward the future of anisotropy-

based enzyme activity imaging. The promise of discriminating two spectrally simi-

lar fluorophores on the basis of different fluorescence anisotropies is discussed. The

technique is shown to be practical on cellular length scales and shows promise in

discriminating a target signal immersed in contaminating autofluorescence. Fluo-

rescence polarization imaging is also applied to the localization of photosensitizers

in cell monolayers. A set of images of cells incubated with the PDT drug mTHPC

is shown that exhibits some potentially interesting drug properties. Future direc-

tions for confocal fluorescence polarization microscopy are also presented.
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Chapter 2

Development of Microscope
Attachments for Confocal

Fluorescence Spectroscopy and
Anisotropy Imaging

2.1 Introduction

In this chapter, we report the design and implementation of attachments to our

custom-built laser scanning confocal fluorescence system to allow spectroscopy

and anisotropy imaging capabilities. In its original configuration, the confocal

microscope was based around the Nikon Diaphot TMD and only required single

channel detection of fluorescence emission [1, 2]. We have since expanded the

capabilities of the system in response to the demands of photosensitizer photo-

bleaching studies [3, 4] and fluorescence polarization imaging requirements [5].

Modifications to that system are outlined in detail here as well as in a recent

paper from our group [6].
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Pinhole diameters
Objective Description

Optimal Actual

4×, 0.13 NA Air, Plan Fluor 120 µm 100 µm

10×, 0.45 NA Air, Plan Apo 87 µm 75 µm

20×, 0.75 NA Oil/glycerol/water,
Plan Fluor

104 µm 100 µm

40×, 0.95 NA Air, Plan Apo 165 µm 150 µm

60×, 1.4 NA Oil, Plan Apo 168 µm 150 µm

Table 2.1: Pinhole sizes required for the Nikon TE2000 microscope with each
objective at 600 nm excitation. Specifications are listed along with the optimal
normalized pinhole diameter and pinhole diameter to be used from the discrete
diameters commercially available. All objectives listed are from the CFI60 infinity
corrected series with the exception of the 60× objective which is a 160mm tube
length lens requiring an adaptor for use with the TE2000.
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2.2 Microscope modifications

The original design and implementation of our custom built confocal microscope

is outlined exhaustively in the Ph.D. thesis of Irene Georgakoudi [1] as well in

our 2001 Review of Scientific Instruments paper [2]. The details of the optics ex-

cluding the detectors and the commercial microscope platform remain unchanged

from the setup described therein, so the reader is referred to those sources for

the relevant details. Two significant upgrades are worth mentioning, however.

Since the initial implementation, we have upgraded to a Nikon TE2000-U plat-

form (Nikon Instruments Inc., Melville, NY), which allows access to the CFI60

series infinity corrected objectives and enables conventional digital photography

to be implemented simultaneously with laser scanning confocal imaging. This

change did not modify the overall system magnification, however, as the magnifi-

cation to the side port intermediate image plane is still that of the objective just

as it was with the Diaphot. As a result, the total magnification from sample to

pinhole is still 8.2 times the objective magnification. Pinhole diameters necessary

for confocality based on vp = 2.5 with this new set of lenses are listed in Table

2.1. Data acquisition has also been upgraded with the addition of a 16-bit, 200

kHz data acquisition board that increases our dynamic range in intensity images

(DaqBoard/2000, IOtech Inc., Cleveland, OH).

A schematic diagram of the system is shown in Figure 2.1, and a list of all new

parts added to the system is included in Table 2.2. An argon-ion laser (Ion Laser

Technology, Salt Lake City, UT), helium-neon laser (Melles Griot Inc., Irvine, CA)

and a dye laser (Model 599, Coherent Inc., Santa Clara, CA) equipped with two
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dye reservoirs provide 488 nm, 514 nm, 633 nm, and continuously tunable light

from approximately 530 - 680 nm. These sources are all coupled into a single-mode

optical fiber to allow source portability, decrease optical table vibrations, and to

yield the optimal single transverse mode output for the excitation beam. Output

of the fiber is collimated by a microscope objective yielding a beam diameter of

approximately 4 mm.

After collimation, the excitation light passes into the scanning optics consisting

of the train from M1 to L5. Images are generated on a per-pixel basis by raster

scanning the beam using the combination of the galvanometer scanning mirrors

(M1 and M2) and the relay lenses (L1 to L3). Excitation light then passes through

the scan lenses (L4 and L5) and is relayed to the stage. The resulting sample

fluorescence is descanned to the pinhole aperture and ultimately to the detectors

for intensity and anisotropy imaging. Implementation of confocal fluorescence

spectroscopy is accomplished by flipping a mirror (FM) into the detection path

downstream of the dichroic mirror (DM1) that separates the fluorescence from

backscattered excitation light. Following a scheme implemented in a non-imaging

context by Richards-Kortum et al. [7], fluorescence is reflected toward and focused

by lens L6 into the 50 µm core of a multimode fiber, which serves as the confocal

aperture. The output of this fiber is lens-coupled to the entrance of a grating

spectrograph and dispersed onto a cooled CCD that gives approximately 340 nm

of spectral coverage.
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Figure 2.1: Confocal fluorescence spectroscopy and anisotropy imaging system. For spec-
troscopy, mirror FM is flipped into the detection path. Sample fluorescence is descanned,
reflected by dichroic mirror DM1, and focused by lens L6 into the 50 µm core of a multi-
mode fiber acting as the confocal limiting aperture. Fiber output is imaged through a grating
spectrograph onto a cooled CCD. For polarization-sensitive imaging, a polarizing beam splitting
cube (PBS) is placed in the detection path post-pinhole. Fluorescence parallel and perpendicu-
lar to the polarized excitation beam is directed simultaneously to two balanced photomultiplier
tubes (PMT1, PMT2). For conventional simultaneous two-color fluorescence imaging, a dichroic
mirror (DM) replaces PBS.
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Component Description Model number Manufacturer

Single-mode

fiber

Step index patch cable
(single mode, 488/514 nm)

F-SA-C Newport

Polarizer Linear sheet polarizer 5511 New Focus

FM Flip-up mirror mount 9891 New Focus

M3 Spectroscopy mirror 10D510.ER2 Newport

Multi-mode

fiber

Step index patch cable
(50 µm core diameter)

M14L05 Thorlabs

L7 F-matching collimating lens
(f = 30 mm, 25 mm diam.)

L45-211 Edmund
Scientific

L8 F-matching focusing lens
(f = 60 mm, 25 mm diam.)

L32-724 Edmund
Scientific

Spectrograph 1/4 m imaging spectrograph MS260i Oriel

CCD Back illuminated CCD DU420-BV Andor

PBS Polarizing beamsplitter cube 5811 New Focus

DM Dichroic mirror various Chroma

PMT1,2 Photomultiplier tubes HC120-07MOD
(R6357 tube)

Hamamatsu

Table 2.2: Parts list for confocal attachments enabling two-color imaging, fluores-
cence polarization imaging, and fluorescence spectroscopy.
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In order to match the f -number (f/#) of the optical fiber (f/2.3) to that of

the spectrograph (f/3.9), the f/# matcher indicated in Figure 2.1 is required.

Without this addition the spectroscopy setup experiences unacceptable amounts

of stray light reaching the detector plane as the fiber overfills the spectrograph

acceptance angle. The matcher consists of two lenses in a light-tight tube that

increase the f/# by a factor of two by collimating with lens L7 and focusing

onto the spectrograph input slit with lens L8. Lens L8 has a focal length that is

twice that of L7, thus yielding a two-fold f/# increase from f/2.3 to f/4.6. This

results in a slight underfill of the spectrograph optics yielding excellent results

with minimal stray light and an increase in throughput over the overfilled case.

A consequence of the change in f/# is a decrease in spectral resolution, however.

Since etendue is conserved passing through the f/# matching optics, the lowering

of the divergence angle by a factor of two must be accompanied by a matched

increase in magnification [8]. The image of the 50 µm fiber on the spectrograph

slit must therefore be 100 µm. In order to allow all of the input light to pass into

the spectrograph, this increase in size also requires that the input slit be set to at

least 100 µm. In practice this does not cause any problems acquiring spectra since

the resulting 3 nm resolution (FWHM) is still much narrower than the spectral

width of typical fluorophores encountered in our research.

Dual-color imaging is implemented by placing a dichroic mirror (DM) after the

pinhole between the two PMTs. The beam divergence after the pinhole is approx-

imately 0.5◦, which yields an insignificant spectral shift for measurements on the

spectrally broad fluorophores that we typically use. With the dichroic in place,

PMT2 typically measures the short wavelength reflected light while PMT1 detects
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the long-wavelength fluorescence. This setup has been used quite successfully with

multiply-labelled samples with acceptable amounts of spectral bleed-through.

Fluorescence anisotropy imaging is implemented by placing a linear polarizer

in the excitation beam (Polarizer) and a corresponding polarizing beamsplitter

cube (PBS) just after the pinhole. The 3.5◦ half acceptance angle of the cube

readily accomodates the relatively small divergence of the post-pinhole beam.

With the simultaneous detection of orthogonal polarizations in place in this man-

ner, anisotropy images are readily acquired by post-processing of the images on a

per-pixel basis as described later in Chapter 5.

2.3 Verification of spectroscopy and anisotropy

capabilities

2.3.1 Validation of confocal fluorescence spectroscopy

The axial sectioning capability of the confocal spectroscopy system is illus-

trated in Figure 2.2. A fluorescein solution was placed in a cover slip dish on the

stage of the inverted microscope (see Figure 2.1). A 2-mm-diameter polystyrene

rod embedded with a red fluorophore (Turner Designs, Inc., Sunnyvale, CA) was

fixed on a micropositioning device and lowered into the solution to a depth of

approximately 50 µm above the cover slip surface, establishing an interface sepa-

rating two distinct emission spectra. A series of fluorescence spectra was acquired

(λex = 488 nm) as a 10×, 0.5 NA objective was scanned axially from the bottom

of the fluid solution up into the fluorescent rod. The sharp spectral transition
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into the rod is shown in Figure 2.2A. Fluorescence edge responses extracted from

the series of axially-resolved spectra are shown in Figure 2.2B. These signal in-

tensities vs. axial position are from single pixels along the wavelength axis of the

CCD corresponding to 516 and 599 nm. The dotted line shows the proximal and

distal edge responses of the fluorescein solution (516 nm), with the distal edge

determined by the polymer rod. Derivatives of these responses give FWHM mea-

sures of the axial resolution equal to 4.5 and 5.1 µm, respectively. In the axial

regions corresponding to the solution, the approximately constant signal arises

from the long wavelength tail of the fluorescein emission. The edge response from

the surface of the polymer rod gives an axial resolution of 4.0 µm. Attenuation

of the 599 nm signal with increasing depth into the rod arises from inner filtering

as evidenced by depth-dependent spectral distortion (not shown).

2.3.2 Validation of fluorescence anisotropy imaging

Effects of image depth and field of view on anisotropy

An experiment was performed to check the fidelity of the anisotropy across the en-

tire field of view and as a function of depth into a sample. This test was performed

with the 10× (0.5 NA) and 20× (0.75 NA) objectives imaging a homogeneous so-

lution of 4 µg/mL fluorescein in a 1:1 mixture of water and glycerol. With both

objectives we used a 400 × 400 µm field of view divided into a 500 × 500 pixel

array. An initial image was acquired just inside the coverslip, and subsequent

images were acquired every 30 µm axially into the solution.

The results of the two validation experiments are shown in Fig. 2.3. Figure

2.3A shows the depth dependence of the measured value of r in the center and at
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Figure 2.2: Validation of confocal fluorescence spectroscopy. A red fluorophore-embedded poly-
mer rod was lowered into fluorescein solution in a cover slip dish. Fluorescence spectra were
acquired as the focus was advanced axially from the cover slip through the fluid solution and into
the bottom of the rod. (A) shows the sequence of individual fluorescence spectra vs. depth into
the sample. In (B) the wavelength-resolved (516 and 599 nm) fluorescence edge responses are
plotted for the fluorescein in solution (dotted line) and for the fluorophore-embedded polymer
rod (solid line). Derivatives of these edge responses yield axial resolutions of 4.0 - 5.1 µm.
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the edge of the field of view for two objectives. Both on- and off-axis the objectives

perform well at depth, with a maximum error of only 7% in the anisotropy for

the off-axis case with the 10× objective at a depth of 210 µm. Although it has

the higher NA, the 20× Plan Apo objective performed better than the 10× Fluor

objective, possibly due to a higher level of correction for optical aberrations.

Effects of numerical aperture on anisotropy accuracy

It was important to measure r for all of our objectives to account for the depolariz-

ing effects of high numerical apertures, which can yield artificially low anisotropy

values [9, 10]. We ensured that our confocal microscope was reporting accurate

values for anisotropy by measuring reference standards on our microscope and

comparing the anisotropy values to those obtained from a commercial fluorome-

ter (AMINCO-Bowman Series 2 Luminescence Spectrometer, Thermo Spectronic,

Madison, WI). Reference standards were prepared by making a series of 1 µg/mL

fluorescein solutions in a mix of water and glycerol ranging from 100% water

to 25/75% water/glycerol. Measurements were made with microscope objectives

spanning the entire NA range available coupled with appropriate pinhole sizes.

These included 4× (0.13 NA), 10× (0.5 NA), 20× (0.75 NA), and 60× (1.4 NA)

objectives.

Fig. 2.3B shows the results of the experiments comparing the confocal mi-

croscope to values measured on a commercial fluorometer. The 4×, 10×, and

20× objectives all performed well and returned anisotropies that agreed with the

fluorometer measurements. Anisotropy was systematically underestimated with

the 60×, 1.4 NA objective as a result of its extremely high numerical aperture
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Figure 2.3: Effects of objective numerical aperture, image depth, and field of view on anisotropy
measurements in homogeneous solution. (A) Measured fluorescein anisotropies with 10×, 0.5
NA and 20×, 0.75 NA objectives on and off the optical axis at various depths into a fluid sample.
The effect on anisotropy was small in all cases with a maximum error of approximately 7% for
the 10× objective off-axis at 210 µm into the sample. (B) The effect of NA on the anisotropy
measured just inside the coverslip with the microscope vs. fluorometer measurements of the same
samples. All objectives up to NA 0.75 performed well, while the 1.4 NA oil immersion objective
returned values systematically low as compared to the fluorometer and lower NA objectives.
The four samples corresponded to 100/0, 75/25, 50/50, and 25/75% water/glycerol.
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[9]. Typically the 10× objective is used, as the anisotropies it returns at all glyc-

erol concentrations are statistically indistinguishable from those measured on the

fluorometer.

The results presented in Figure 2.3 place some limits on the applicability of

high numerical apertures for fluorescence polarization imaging. Constraints im-

posed on objective lens numerical aperture by depolarization necessarily limit the

available optical resolution. In our case, we were able to use a 0.75 NA objective

with no detectable anisotropy degradation. This NA yields a lateral resolution

of approximately 0.3 µm and an axial resolution of approximately 1.7 µm. It is

possible that an even higher NA would have yielded accurate anisotropies, but we

did not evaluate objectives with numerical apertures between 0.75 and 1.4.

Signal-to-noise evaluation

The effect of detector signal-to-noise ratio (SNR) on the uncertainty of anisotropy

measurements was quantified by acquiring images in a 1:1 mixture of water to

glycerol solution containing 4 µg/mL fluorescein. All images were 400 × 400 µm

square fields of view with 500 pixels per axis acquired with the 10×, 0.5 NA

microscope objective. To achieve a range of intensities in the fluorescence output,

the laser source was attenuated with neutral density filters. Mean anisotropy and a

histogram of anisotropies in a region of interest were acquired for each laser power.

The effects of SNR on the measured anisotropy are shown in Figure 2.4. Figure

2.4A shows three representative examples from a series of anisotropy histograms.

Histograms were derived from a 45 µm square region of interest (56 × 56 pixels)

in the center of the 400 µm field of view as the excitation intensity was varied.
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Figure 2.4: Uncertainty in anisotropy measurements as a function of signal-to-noise ratio. (A)
The effect of detector SNR on histograms of anisotropy from a solution of 50/50 water/glycerol
containing 4 µg/mL fluorescein. Histograms of anisotropy acquired from 45 µm square regions
of interest in the center of the field are shown for three values of the parallel channel SNR.
(B) The relative error in the same regions of interest as a function of the parallel polarization
channel intensity SNR. Relative error is defined as the ratio of the standard error of the mean
to the measured r value.
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Changing the excitation intensity altered the intensity SNR in the photomultiplier

tubes and therefore the width of the measured anisotropy distribution. Histograms

are distributed about the mean value of r = 0.07 with high intensities giving

narrower distributions and low intensities wider distributions. A summary of the

influence of excitation intensity on the width of the anisotropy histograms is shown

in Figure 2.4B, where the relative error in the anisotropy measurement is plotted

vs. the intensity SNR of the parallel polarization channel. The relative error in

this case was defined to be the ratio of the standard error of the histogram (∆r) to

the mean of the anisotropy distribution (i.e. ∆r/r). We chose standard error in

this case because our ability to determine the mean anisotropy was the important

measure in this example. The maximum relative error we observed ranged from

under 2% for a SNR of 8 to less than 0.4% for a SNR of 29. Measurements were

made for lower signals, but at these low intensities system-specific noise artifacts

dominate. This effect arises from PMT1 exhibiting slightly more noise than PMT2,

leading to artificially low anisotropies at low intensities.

2.4 Applications of multi-modality imaging

Photosensitizer photobleaching in multicell tumor spheroids

As mentioned earlier, one of the motivations for adding confocal fluorescence spec-

troscopy capabilities was the need to study photosensitizers that generate fluores-

cent photoproducts upon exposure to light. One such example is protoporphyrin

IX (PpIX), an endogenous photodynamic therapy (PDT) agent that is produced

in cells in excess via addition of the prodrug aminolevulinic acid (ALA) or one of
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its esterified derivatives [11, 12]. Our group has shown that PpIX photobleach-

ing is irradiance dependent in vivo in normal rat skin [13], but in order to test

the bleaching mechanisms more rigorously we can use the multicellular tumor

spheroid model. This model allows us to set up PDT-induced oxygen gradients in

spheroids that mimic the effects of different fluence rates without the need for ad-

ditional exposure time to reach the same total fluence. This decouples the oxygen

dependence from any time-dependent build up of photoproducts. We therefore

undertook a pilot study to quantify the effects of oxygen availability on the accu-

mulation of fluorescent photoproducts in ALA-PDT.

A representative example image acquired with the 10×, 0.5 NA objective and

marked with regions of spectroscopic acquisition appears in Figure 2.5. Three

spectra are presented that show the results of PDT on an EMT6 multicell tumor

spheroid incubated with 0.05 mM aminolevulinic acid hexylester (h-ALA) for 3

hours in serum-free media. This incubation concentration is informed by previous

studies, and it was chosen because it results in a nearly uniform distribution of

PpIX throughout the spheroid [14]. Spectral fitting was performed using a singu-

lar value decomposition algorithm developed in our group and covered in detail

in the in vivo photobleaching paper of Finlay et al. [13]. Data were fit with basis

spectra for PpIX, uroporphyrin, coproporphyrin, two photoproducts modeled as

gaussians (photoproducts I & II), and 61 fourier terms to fit sections of the data

not accounted for by the aforementioned basis spectra. The pre-PDT spectrum

of PpIX is shown, as are spectra from the spheroid interior and periphery after

PDT. A clear radial dependence to the photobleaching and photoproduct forma-

tion is observed when comparing the interior to peripheral spectra after PDT. The
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Figure 2.5: Photobleaching of PpIX in a 0.05 mM h-ALA-incubated EMT6 multicell tumor
spheroid before and after PDT. 20× 20× 4 µm regions of spectral acquisition are indicated in the
spheroid image, and the corresponding spectra from 0.5 second integrations are shown. Raw data
(	) and spectral fits (solid line) from our singular-value-decomposition-based fitting algorithm
are shown on the plots. Contributions from PpIX (dotted line) as well as contributions from the
sum of autofluorescence, uroporphyrin, coproporphyrin, and two photoproducts (dashed line)
are plotted. Spatially dependent PpIX bleaching and photoproduct formation apparent from
spectral analysis is consistent with different regimes of oxygen availability induced by PDT.
Treatment and imaging were both performed with 514 nm light. Spheroid was treated with a
fluence rate of 200 mW/cm2 (60 J/cm2).
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spheroid interior exhibits appreciable accumulation of primarily photoproduct I,

and the PpIX fluorescence decreases by about a factor of 4 compared to initial

values. Spheroid peripheral regions exhibit appreciable accumulation of both pho-

toproducts, and the PpIX fluorescence is a factor of 2 lower than in the interior.

These results are consistent with a 1O2-mediated bleaching mechanism and differ-

ent degrees of oxygen dependence in the accumulation of the two photoproducts.

In the normal rat skin, higher irradiances led to greater accumulation of photo-

product I and less PpIX photobleaching, analogous to the spheroid interior. The

spheroid periphery matches well with the results in rat skin at low irradiances, as

the spheroid exterior has more access to oxygen just as the tissue exposed to a

lower fluence rate tends to preserve the local oxygen concentration. Future studies

are needed to examine the similarities in detail, but this pilot experiment matches

well with the in vivo data and motivates further study.

Dual-color imaging of GFP and mTHPC

In order to demonstrate the capabilities of the system to simultaneously detect

two fluorophores, we imaged green fluorescent protein (GFP) expressing EMT6

cells that had been incubated overnight in 5 µg/mL of the PDT drug meta-

tetrahydroxyphenylchlorin (mTHPC). Images were acquired with a 488 nm exci-

tation wavelength, and the emission of the GFP (λpeak =510 nm) and mTHPC

(λpeak =655 nm) were easily separated with a 560dcxr dichroic mirror (Chroma,

Rockingham, VT) as shown in Figure 2.6. With appropriate choices of filters and

an additional detector, this setup could be readily modified to allow 3 or more

simultaneous colors.
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Figure 2.6: Simultaneous dual-color confocal imaging of GFP-expressing EMT6 cells incubated
with 5 µg/mL mTHPC overnight. GFP signal is displayed in green while mTHPC is shown in
red. The image was acquired over a 200 µm field of view distributed into a 500× 500 pixel array
with a 20×, 0.75 NA objective. In this case, the dichroic mirror (DM) used was a 560dcxr from
Chroma.
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Anisotropy images of GFP-expressing cells

In order to establish the fluorescence anisotropy in the GFP-expressing EMT6

cells, a cell monolayer was imaged simultaneously in both polarization channels,

and anisotropy and intensity images were acquired. The result of that set of

images is shown in Figure 2.7. The GFP anisotropy we recover from the images

(r ∼ 0.3) agrees with the values of 0.275-0.325 reported in the literature [15–17].
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Figure 2.7: Intensity (A) and anisotropy (B) confocal images of a 100 µm field of view containing
a GFP expressing EMT6 cell monolayer. Anisotropy is quite constant throughout the entire cell
(r ∼ 0.3) and agrees with published values in the literature.
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Chapter 3

Monte Carlo Routine for
Modeling Fluorescence
Polarization Imaging

3.1 Introduction

As shown in Chapter 1, there has been a large body of work devoted to determining

the optical performance of confocal microscopes. For samples that are thin and for

which scattering can be neglected, imaging is described well by electromagnetic

theory in the form of Fourier optics [1, 2]. Confocal microscopy is also useful for

imaging thick biological samples for which scattering cannot be neglected and in

which it is difficult to model optical performance. In this case it is no longer useful

to consider point spread functions in the traditional sense that depend only on the

optics. In turbid media the sample becomes an integral part of the optical train,

and its effect on the point spread function must be accounted for when analyzing

the system [3].

Confocal microscopy in turbid media forms images from both unscattered (bal-
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listic) light and light that has experienced scattering [4]. Since modeling imaging

in this regime is very difficult and requires alternatives to closed form solutions,

hybrid Monte Carlo routines have been developed. These models use electro-

magnetic theory (Mie scattering) or the Henyey-Greenstein phase function [5] to

simulate single scattering events as if they were completely independent. Photon

propagation, however, relies on bulk tissue optical properties.

Monte Carlo methods have been applied to confocal microscopy in turbid me-

dia since their introduction in the context of reflection imaging by Schmitt et

al. [4]. In the years following, the simulations have seen progressive evolution

in complexity and efficiency. Schmitt & Ben-Letaief increased the efficiency by

introducing several variance reduction techniques [6]. Simulation efficiency is al-

ways important in Monte Carlo routines, but in the case of confocal microscopy

the situation is exacerbated by the fact that the vast majority of photons that

reach the tissue surface do not pass through the pinhole and are therefore not de-

tected. Other routines have been developed to examine depth penetration limits

[7], effects of number of scattering events on image resolution [8], and to quantify

the effects of polarization state on confocal imaging [9–12]. Several authors have

extended the technique further to include confocal fluorescence imaging by per-

forming simulations with optical properties at two wavelengths corresponding to

the excitation and fluorophore emission [13–17]. In an attempt to extend the util-

ity of the approach further, Daria et al. have developed an approach that preserves

some of the wavefront information by combining wave and particle properties in

the propagating photon packets [18].

The Monte Carlo approach described here extends the capability of these
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methods to include the generation and tracking of polarized fluorescence. En-

abling fluorescence polarization capability requires a much more thorough model

of fluorescence generation than previously used. It requires sampling of ellipti-

cally polarized excitation light, incorporating fluorescence lifetime and rotational

Brownian motion, and sampling dipole radiation for fluorescence emission. This

additional complexity allows the exploration of the effects of multiply scattered

light on confocal fluorescence polarization images and helps indicate the optical

countermeasures useful for maximum polarization preservation.

3.1.1 Introduction to Monte Carlo methods

The fundamental algorithm of Monte Carlo simulations samples a random variable

representing a physical phenomenon, s, by mapping its statistical distribution into

a uniformly distributed random number, ξ [19]. In the case of tissue optics with

fluorescence polarization, the random variable sampled is typically a quantity such

as photon step length between scattering events, fluorescence lifetime, scattering

angle, or polarization azimuthal angle.

Knowledge of the probability density functions (PDFs) for each of the physical

parameters of interest makes sampling possible. The probability density function

for s, p(s), is defined over an interval such that

b∫
a

p(s) ds = 1. (3.1)

By integrating p(s) over an arbitrary interval (a, s1) the cumulative distribution
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function (CDF),

P {a ≤ s ≤ s1} =

s1∫
a

p(s) ds, (3.2)

gives the probability that s lies between a and s1. By equating the CDFs for s

and ξ according to

P {a ≤ s ≤ s1} = P {0 ≤ ξ ≤ ξ1} , (3.3)

s is mapped into ξ and can therefore be numerically sampled with a random

number generator. For a uniformly distributed random number on the interval

(0, 1), P {0 ≤ ξ ≤ ξ1} = ξ1 and consequently

s1∫
a

p (s) ds = ξ1. (3.4)

By solving this for a function such that s1 = f (ξ1), the probability distribution

function for the physical variable of interest can be sampled computationally with

ξ1. In cases for which the solution to equation 3.4 is not invertible or execution

of the solution is unacceptably slow, the use of pre-calculated lookup tables is

possible. In the routines presented here, this approach is used for most events

other than simple photon propagation. Details of this approach are given later in

the chapter, and an example of the technique is shown graphically in Figure 3.3.

3.2 Fluorescence polarization Monte Carlo

We have developed a Monte Carlo routine for modeling the propagation and gen-

eration of polarized light in turbid media including generation of polarized flu-
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orescence in multi-layered turbid media (FPML). Our approach for generating

fluorescence is similar to one presented by Harvey & Cheung for time-resolved

fluorescence depolarization, but the method they used is not relevant to our sim-

ulations [20]. The overall structure of the code is modeled after the well known

multi-layered Monte Carlo routine MCML, and all relevant photon transport and

variance reduction techniques used in MCML were applied to FPML [21]. Rou-

tines for sampling common quantities such as photon step path length and scat-

tering are all outlined in an excellent review by Prahl et al. [22] and will therefore

not be covered in detail here.

3.2.1 Model confocal microscope

Modeling confocal microscopy requires combining geometrical optics ray tracing

with Monte Carlo tissue optics routines. Since the system presented here requires

high numerical aperture objectives as well as polarization ray tracing, a model

confocal microscope has been assembled in OSLO R© (Lambda Research Corpo-

ration). The system is used to propagate photons from the polarized excitation

source to the tissue interface as well as to collect photons exiting the tissue sur-

face and trace them to the pinhole plane. Photon packets are launched into the

system by uniformly illuminating the pupil of the objective lens and tracking their

positions to the coverslip-tissue interface. Photons exiting the tissue are traced

through the microscope optics to determine those that pass though the pinhole.

Our confocal system is modeled after the setup described by Schmitt & Ben-

Letaief [6]. It consists of two lenses arranged to form a 4f system with unit

magnification from the sample to the pinhole plane as shown in Figure 3.1. Glass
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Sample

Coverslip Pinhole

Figure 3.1: Model confocal microscope setup from OSLOR©. The system consists of two Kodak
A438 aspheric lenses separated by two times the focal length to yield a 4f optical setup. Light
originates from the Monte Carlo simulation at the far left side of the coverslip and is traced
through the optical system to the pinhole.
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aspheric lenses were chosen (A438, Eastman Kodak Company, Rochester, NY)

to minimize spherical aberration for physically realizable microscopy spot sizes

without necessitating detailed knowledge of the construction of a particular mi-

croscope objective. A 170 µm thick coverslip is added as is a pinhole aperture at

the back focal plane of one of the lenses.

3.2.2 Propagating polarized light

Propagation of polarized photon packets is accomplished using the Mueller-Stokes

formalism, wherein light polarization is described by Stokes vectors and events

that modify the polarization state are described by Mueller matrices [23]. The

Stokes vector after an event, Soutput, is given by the product of the Mueller matrix,

M , and the incoming Stokes vector, Sinput, according to

Soutput = M · Sinput. (3.5)

Stokes vectors are 4-element matrices defined as

S =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

I

Q

U

V

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (3.6)

where the terms I, Q, U , and V are measurable quantities based on intensities in

two orthogonal polarization channels. A description of the calculation of each of

these parameters is given in Appendix A.
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Interactions that modify the polarization state are given by their 4 × 4 Mueller

matrices in the form

M =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

m41 m42 m43 m44

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (3.7)

Mueller matrices can represent optical elements such as lenses, polarizers, and

waveplates, but in the context of this simulation they describe the passage of

light through interfaces and the modification of polarization due to scattering.

Tracking the local coordinate system

Typically in Monte Carlo routines for tissue optics, the position, weight, and direc-

tion cosines of a photon packet are sufficient to completely describe propagation.

Modeling polarization effects additionally requires the orientation of the local co-

ordinate system (x,y,z) that follows with the propagating photon packets relative

to the global coordinate system (X,Y ,Z) in which the optical system is oriented.

Stokes vectors are always cast in terms of components parallel and perpendicular

to a plane defined by the local coordinate system, so evolution of the polarization

state requires knowledge of the orientation of these axes.

FPML quantifies polarization following the approach of Bartel & Hielscher [24]

using equations from a text by Ginsberg [25]. Tracking the local coordinate system

at each event that modifies the polarization state is accomplished by passing the

relevant azimuthal angle, φ, and polar angle, θ, to standard rotation matrices.
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Figure 3.2: Mechanics of body-fixed coordinate system rotation. (A) Light incident on a scat-
tering particle is defined relative to the initial coordinate system (xn, yn, zn) and the scattering
plane, Ψn, which contains the xn and zn axes. (B) An intermediate coordinate system is found
by rotating by φ about zn to yield the orientation of the new scattering plane Ψn+1. (C) The
final local coordinate system of the outgoing photon packet (xn+1, yn+1, zn+1) is determined by
rotating by θ about the yn+1 axis.



3.2. FLUORESCENCE POLARIZATION MONTE CARLO 65

The rotations presented here are body-fixed, meaning that the first rotation occurs

about one axis of the original local coordinate system, and the second rotation

occurs about one of the resulting local axes. This process is illustrated graphically

in Figure 3.2. Specifically, the axes are always rotated first about the direction of

propagation (z axis) by φ, and then about the resulting local y axis by θ to give

the local coordinate system of the Stokes vector. The standard rotation matrices

are given by [25]

Ry = Rθ =

⎡
⎢⎢⎢⎢⎣

cos θ 0 − sin θ

0 1 0

sin θ 0 cos θ

⎤
⎥⎥⎥⎥⎦ and Rz = Rφ =

⎡
⎢⎢⎢⎢⎣

cosφ sinφ 0

− sinφ cosφ 0

0 0 1

⎤
⎥⎥⎥⎥⎦ . (3.8)

The rotation matrix that takes the coordinates from pre-scattering to post-

scattering for the nth event is acquired by premultiplying Rθ and Rφ to give

Rn = RθRφ =

⎡
⎢⎢⎢⎢⎣

cos θ cosφ cos θ sinφ − sin θ

− sinφ cosφ 0

sin θ cosφ sin θ sinφ cos θ

⎤
⎥⎥⎥⎥⎦ . (3.9)

Tracking the polarization coordinate axes proceeds by calculating the rotation

matrix for each event and storing it as the photon propagates. Once the photon

escapes the tissue, the matrices are premultiplied and the final rotation matrix,

Rf , is found according to

Rf = RnRn−1 . . . R2R1. (3.10)
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The transpose of Rf yields the final orientation of the local coordinate system of

the photon at the tissue surface with respect to the global coordinate system in

which the detector is represented via multiplying by the local unit vectors. The

global coordinates of the local unit vectors are therefore given by

x (X,Y, Z) = [Rn]T

⎡
⎢⎢⎢⎢⎣

1

0

0

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

cosφ

sinφ

0

⎤
⎥⎥⎥⎥⎦ ,

y (X,Y, Z) = [Rn]T

⎡
⎢⎢⎢⎢⎣

0

1

0

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

− sinφ cos θ

cos θ cosφ

sin θ

⎤
⎥⎥⎥⎥⎦ , and

z (X,Y, Z) = [Rn]T

⎡
⎢⎢⎢⎢⎣

0

0

1

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

sin θ sinφ

− cosφ sin θ

cos θ

⎤
⎥⎥⎥⎥⎦ . (3.11)

Passage of light through interfaces

Tracking the polarization as photon packets encounter interfaces such as that at

the boundary of coverslip and tissue is performed with the Mueller matrix (M) for

passage of light through a tilted, planar, dielectric interface. The Mueller matrices
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for reflection (Mr) and transmission (Mt) are given by [11, 26]

Mr =
1

2

(
tan (θi − θt)

sin (θi + θt)

)2

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

a2 + b2 a2 − b2 0 0

a2 − b2 a2 + b2 0 0

0 0 −2ab 0

0 0 0 −2ab

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (3.12)

and

Mt =
1

2

sin 2θi sin 2θt

(sin (θi + θt) cos (θi − θt))
2

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

a2 + 1 a2 − 1 0 0

a2 − 1 a2 + 1 0 0

0 0 2a 0

0 0 0 2a

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (3.13)

where the coefficients in the matrix elements are

a = cos (θi − θt) and b = cos (θi + θt) . (3.14)

In Equations 3.12-3.14, θi is the angle of incidence in the first medium and θt is

the refracted angle in the second medium. There are several Mueller matrices for

special cases such as total internal reflection and normal incidence that speed up

computation, and the forms of these are shown in Appendix B.

Care must be used when applying the matrices in equations 3.12 and 3.13 to a

photon packet. The Mueller matrices are derived directly from the Fresnel coeffi-

cients, which require decomposition of the incident light into s and p polarization.

Valid application of the matrices therefore relies on the incident Stokes vector
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being rotated through an azimuthal angle φ using the rotation matrix [23]

R (φ) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0

0 cos 2φ sin 2φ 0

0 − sin 2φ cos 2φ 0

0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (3.15)

This ensures that the parallel polarization component of the incident photon

packet is rotated to align with the plane of incidence. After final passage through

the tissue surface, the same rotation matrices are used to align the Stokes vector

with the global detector coordinate system.

3.2.3 Modeling the scattering process

The treatment of scattering in Monte Carlo routines for tissue optics has gradually

increased in complexity. Raković et al. [27] assumed that the polarization state of

scattered light was dependent only on the first element of the scattering matrix,

m11(θs), and was therefore independent of the azimuthal angle, φs. Gan et al.

implemented a hybrid method involving the Henyey-Greenstein distribution and

the scattering matrix [10]. Their scattering angle was chosen by sampling the

Henyey-Greenstein distribution,

p (θs) =
1 − g2

2 (1 + g2 − 2g cos θs)
3/2

sin θs. (3.16)

The angle acquired from sampling equation 3.16 was used to determine the exact

scattering matrix derived from Mie theory. This approach has the benefit of
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being fast, but it is approximate in that it generates θs from a phenomenological

distribution and uses it as an input to determine the polarization state as if the

light had been scattered by a sphere. Recently, two approaches have been put

forward that simulate light scattering by sampling both θs and φs directly from

Mie theory [11, 12, 28]. These assume that the scattering particles are spherical,

but they allow the polarization of the scattered photon packet to be modeled

exactly. The only drawback to these methods is that they are computationally

demanding and therefore somewhat slower than the aforementioned strategies.

FPML treats scattering events with the algorithms developed by Wang et al. and

Wang & Wang [12, 28].

Immediately prior to a scattering event in FPML, the photon packet is de-

scribed by its local coordinate system and related Stokes vector. Upon striking a

particle, the probability that the light will be scattered in a particular direction

is related to the first component of the post-scattering Stokes vector. I depends

on both the scattering angle, θs, and the azimuthal angle, φs, through rotation by

equation 3.15 and multiplication with the scattering matrix of the particle. The

PDF is therefore given by

p(θs, φs) = m11(θs) +m12(θs)
[Q0 cos(2φs) + U0 sin(2φs)]

I0
, (3.17)

where Q0, U0, and I0 are the Stokes vectors of the incident photon packet and

m11(θs) and m12(θs) are elements of the scattering matrix (see Equation 3.7).
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Figure 3.3: Demonstration of sampling angles using a CDF and random number generation. The
CDF for the scattering angle generated from Equation 3.19 for a 0.1 µm diameter polystyrene
microsphere is displayed. In order to sample the CDF, a random number, ξin, is generated
and the intercept of this with the CDF is found. The azimuthal angle θs,out is selected by first
finding the θs corresponding to the value of the CDF and then selecting the nearest discrete
value.
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By relying on the normalization of m11(θs) over the interval 0 to π,

2π

π∫
0

m11(θs) sin(θs) dθs = 1, (3.18)

θs and φs are decoupled and independent selection of θs is possible. The CDF for

the scattering angle can then be expressed as

P{0 ≤ ϑ ≤ θs} = 2π

θs∫
0

m11(ϑs) sin(ϑs) dϑs = ξ, (3.19)

where ξ is a uniformly distributed random number. The first element of the scat-

tering matrix, m11(θs), is an extremely complicated sum of products of Legendre

polynomials and Riccati-Bessel functions [23]. The unwieldy construction makes

calculation of the CDF at each individual scattering event prohibitively slow. This

necessitates generation of a lookup table for discrete values of equation 3.19 at

π/1000 intervals as utilized by Wang & Wang [28]. With this approach a value of

the uniformly distributed random number ξ is mapped into a real value of θs as

illustrated graphically in Figure 3.3.

With θs determined from Equation 3.19, the probability distribution function

for φs can be found. Note that we have not explicitly separated equation 3.17 into

parts dependent on θ and φ because it is not separable, but we have separated them

numerically by assigning a value to θs and then exploring all possible outcomes of
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φs. The PDF of φs given θs is

p(φs|θs) = 1 +
m12(θs)

m11(θs)

[Q0 cos(2φs) + U0 sin(2φs)]

I0
. (3.20)

Therefore, the CDF for the azimuthal angle is

P{0 ≤ ϕ ≤ φs} =
1

2π

{
φs +

m12(θs)

m11(θs)

[
Q0 sin(2φs) + U0(1 − cos(2φs))

2I0

]}
= ξ.

(3.21)

To find φs, the Stokes vector elements are inserted into equation 3.21 for each

scattering event, a lookup table for φs is made at π/1000 increments, and a random

number is used to select φs following the method in Figure 3.3.

3.2.4 Polarized fluorescence generation

Generation of polarized fluorescence involves several steps. It requires that the

simulations track the polarization of the input beam, generate fluorescence in

accordance with the weight of the incoming excitation photon, and generate flu-

orescence with appropriate polarization.

Absorption of excitation photons

The fluorescence generation process starts with absorption of an incident excita-

tion photon. At a given interaction with a particle in the tissue, the weight of

the excitation photon packet is decreased by multiplying its weight by the albedo,

α. The packet therefore deposits an amount of weight equal to 1-α in the tissue

that is then available for generation of fluorescence. This energy is converted to
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fluorescence at an efficiency equal to the quantum efficiency, �, so that the weight

of the outgoing fluorescent photon is [1 − α] � times the incident photon weight

[29].

Excitation photons are elliptically polarized in general, so they can be de-

scribed by the ellipticity, ε = b/a, and azimuth, γ (Figure 3.4). Ellipticity is

extracted from the Stokes parameters through the relation [23]

tan 2η =
V√

Q2 + U2
, (3.22)

where η is related to the ellipticity, ε, by

ε =
b

a
= |tan η| . (3.23)

By solving for η using equation 3.22, equation 3.23 yields the ratio of the minor

to major polarization axes. U and Q can also be used to solve for γ by using

tan 2γ =
U

Q
. (3.24)

Solution of equation 3.24 yields the angle of tilt of the polarization ellipse measured

in the clockwise sense as viewed by an observer facing the source [23].

Photon absorption occurs in a fashion similar to the approach used for the

scattering angle. This requires the PDF for fluorescence excitation as a function of

the angle of rotation, ω, measured from the major axis of the intensity polarization

function (Figure 3.4). The intensity function is used instead of the polarization
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γ
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y

Electric field polarization ellipse
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x

ω

b2

a2

Intensity polarization function

Figure 3.4: Polarization ellipse with major and minor axes defined. γ is the azimuthal angle
measured from the Stokes vector parallel direction (in this case the x-axis). It is defined to be
positive in the clockwise sense if the observer is facing the source. The angle used for sampling
the intensity polarization function, ω, is also shown.
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ellipse because the fluorescence generated is directly proportional to the intensity,

not the electric field.

The ellipse describing the electric field is given by

r(ω) =
ab√

a2 sin2 ω + b2 cos2 ω
, (3.25)

where a and b are the major and minor axes, respectively. The PDF for intensity

is

r2(ω) = p(ω) =
(ab)2

a2 sin2(ω) + b2 cos2(ω)
, (3.26)

where r2(ω) represents the intensity as a function of angle. The CDF is acquired

by normalizing the integral over the interval (0, π/2),

P {0 ≤ ω ≤ Ω} =

Ω∫
0

(ab)2

a2 sin2 (ω) + b2 cos2 (ω)
dω

π/2∫
0

(ab)2

a2 sin2 (ω) + b2 cos2 (ω)
dω

=
2

π
tan−1

(a
b

tan (Ω)
)
. (3.27)

A lookup table for P {0 ≤ ω ≤ Ω} is made for each ratio and at all angles in

π/1000 increments. Sampling proceeds as it did for the scattering angle in Figure

3.3.

Since the CDF is defined over the interval (0,π/2), it must be extended to

span the range (-π/2,π/2) so that all emission angles can be sampled. A random

number is generated to determine if the angle is positive or negative, and with

this the complete range of emission angles is covered while minimizing the size of

the lookup table.
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Generation of fluorescence

With the weight of the fluorescence photon and the orientation of the excitation

light polarization selected, the modeling of the fluorescence generation can pro-

ceed. The process can be broken into three components: photoselection, molecular

reorientation, and dipole emission.

I. Photoselection

In general a molecule excited by the excitation beam will not have its absorp-

tion dipole aligned strictly parallel with the incident polarization. As shown in

Chapter 1, probability of excitation goes as cos2ψ, where ψ is the angle between

the absorption dipole of the molecule and the incident polarization vector [30]. It

is possible to sample a cos2ψ distribution statistically to determine the orientation

of the excited molecule, but this step can be folded into the molecular reorienta-

tion step by proper choice of initial conditions as outlined in section II (equation

3.32).

II. Molecular reorientation

After a molecule is excited in a particular direction but before the molecule

emits a fluorescence photon, the orientation of the molecule changes. The proba-

bility of finding the molecule in a given orientation at a given time can be described

by a diffusion equation governing rotational Brownian motion [31, 32].

There are three central assumptions implicit in the following derivation. The

molecules are assumed to be spherical, which is a widely used approximation

that is especially applicable when considering globular proteins [30]. It is also

assumed that the molecules exist in an isotropic equilibrium system in order to
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accurately model fluorophores in fluid solution that are randomly oriented without

any external force. The final assumption is that the molecular absorption and

transition moments are parallel, which is the case for many molecules.

Rotational Brownian motion is described by a diffusion equation [32–34],

dW (θb, φb, t)

dt
= Drot∇2W (θb, φb, t), (3.28)

where Drot is the rotational diffusion constant and W (θb, φb, t) is the probability

that the molecule is oriented at a polar angle θb and azimuthal angle φb at time

t. Drot is directly related to the rotational correlation time τr as given by

Drot =
kT

6Vhη
=

1

6τr
, (3.29)

where k is the Boltzman constant, T is the temperature in kelvins, η is the vis-

cosity, and Vh is the hydrated volume of the molecule. The solution to equation

3.28 is given by [32]

W (θb, φb, t) =

2π∫
0

dφb,0

π∫
0

sin θb,0W(θb,0, φb,0)G(θb,0, φb,0 | θb, φb, t) dθb,0, (3.30)

where W (θb,0, φb,0) is the initial probability distribution and G (θb,0, φb,0 | θb, φb, t)

is the Green’s function of equation 3.28. G can be expressed as an expansion of

spherical harmonics, Yl,m, as

G(θb,0, φb,0 | θb, φb, t) =
∞∑
l=0

l∑
m=−l

cl(t) Y
∗
l,m(θb,0, φb,0) Yl,m(θb, φb), (3.31)
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where the cl(t) are the time-dependent weighting coefficients that do not depend

on the index, m. Allison & Schurr showed that this is the case in isotropic systems

like the one considered here [34]. This is apparent by considering that the l

coefficients correspond to functions that vary with the polar angle while the m

values correspond to variations in the azimuthal direction. Since the population

of molecules is not azimuthally dependent at any time point, it is reasonable to

expect that the expansion coefficients would not depend on m.

W (θb,0, φb,0, 0) acts as the initial condition for the solution and it can be written

in terms of cos2 θb,0 or an order 2 Legendre polynomial, P2(x), as

W (θb,0, φb,0, 0) =
3

4π
cos2 θb,0 =

1

4π
[1 + 2P2 (cos θb,0)] . (3.32)

By using this initial condition, the photoselection process is included in the solu-

tion to the rotational motion of the molecules [32]. This circumvents a separate

computational step for the absorption of the photon.

Tao showed that consideration of boundary conditions, normalization, and

orthonormality of spherical harmonics leads to the elimination of all expansion

coefficients except for c2(t) = e−l(l+1)Drott [32]. With l = 2,

c2(t) = e−6Drott = e−t/τr . (3.33)

Integration of equation 3.30 with c2(t) inserted yields the solution for W (θb, φb, t),

namely

W (θb,φb, t) =
1

4π

[
1 + 2e−t/τrP2 (cos θ)

]
. (3.34)
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Equation 3.34 yields the probability of finding a molecule in a given orientation

as a function of time assuming an initial photoselection at t = 0. FPML relies

on knowledge of the excited state distribution of molecules as a function of time,

Γ(θb, φb, t). Multiplying the solution given in equation 3.34 by the time-dependent

decay in the number of excited state molecules gives [33],

Γ (θb, φb, t) = W (θb, φb, t) e−t/τ =
1

4π

[
1 + 2e−t/τrP2 (cos θb)

]
e−t/τ , (3.35)

where τ is the fluorescence lifetime. Γ (θ, φ, t) can then be sampled using the

approach used to sample the azimuthal and scattering angles.

Selection of φb proceeds independently of t and θb as it does not explicitly

appear in Equation 3.35. Since azimuthal symmetry is preserved for all times, it

is sampled with φb = 2πξ.

The PDF for θb and t is

p(θb, t) =
1

4πτ

[
1 + e−t/τr

(
3 cos2 θb − 1

)]
e−t/τ , (3.36)

where in going from Equation 3.35 to 3.36 the substitution 2P2 (cos θb) =

3 cos2 θb − 1 was made. Since equation 3.36 depends on both t and θb, one of

these terms must be sampled independently in order to proceed. The PDF for t

is given by

p(t) = τ e−t/τ , (3.37)
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which is sampled by t = − 1
τ

log (ξ). The PDF of θb given t is therefore

p(θb|t) =
1

2

[
1 + e−t/τr

(
3 cos2 θb − 1

)]
. (3.38)

Integrating the PDF gives the CDF of θb as

P {0 ≤ ϑ ≤ θb} =
1

2

[
1 +

(
e−t/τr

4
− 1

)
cos θb − e−t/τr

4
cos 3θb

]
= ξ, (3.39)

which is sampled using the same approach as that for the CDF for the scattering

angle as demonstrated Figure 3.3.

III. Fluorescence emission

In 1939 Selényi determined that fluorescent molecules emit light like dipole

radiators [35]. FPML therefore uses sin2θd as the distribution of fluorescence

intensity, where θd is the angle between the dipole axis and the direction into

which light is emitted [36]. Setting the CDFs for ξ and θd equal, the equation

used for sampling is

3

4

θd∫
0

sin2(ϑ) sin(ϑ) dϑ = ξ. (3.40)

Equation 3.40 is sampled using a lookup table for θd in π/1000 increments with

the approach outlined in Figure 3.3. There is no azimuthal dependence to dipole

radiation, so sampling proceeds according to φd = 2πξ. The outgoing photon is

therefore launched with a direction defined by the pair (θd, φd) and Stokes vector

[1100].
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3.2.5 Determination of the final Stokes vector

In FPML the Stokes vector for each photon passing through the pinhole is recorded

separately. Since the Stokes vectors are additive, the polarization of the detected

light is found by summing the contribution of all photon packets. Anisotropy

can be found directly from the Stokes vectors by noting that I = I‖ + I⊥ and

Q = I‖ − I⊥ (Appendix A). By combining these terms the anisotropy of the nth

photon packet is

rn =
2Qn

3In −Qn

. (3.41)

From this the total anisotropy from all detected photons is given by

rtotal =
∑

n

rnin =
∑

n

rn
(3In −Qn)

2Ti

, (3.42)

where in is the fractional intensity of the nth photon packet and Ti is the total

intensity of all collected light, Ti =
∑
n

1
2
(3In −Qn).

In this chapter we have presented a Monte Carlo approach to simulate confo-

cal fluorescence polarization imaging in scattering media. It relies on polarization

tracking techniques and photon migration routines developed previously, but it

adds the additional capabilities of fluorescence polarization generation. This is

accomplished through routines that sample elliptical polarization, generate polar-

ized fluorescence through considerations of Brownian motion, and model emission

of fluorescence as dipole radiation.

In Chapter 4 the routines outlined here are applied to understanding scat-

tering effects on anisotropy images. We will present results from experiments
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performed on fluorescent targets at depth in phantoms consisting of polystyrene

microspheres. By running simulations based on routines presented here, we are

able to determine the effects of the number of scattering events, depth of target,

photon path length, objective numerical aperture and pinhole size on imaging.

From this detailed analysis and comparison of experiment to simulation, we deter-

mine what modifications to the optical setup can increase the fidelity of anisotropy

images at depth.
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Chapter 4

Effects of Light Scattering on
Fluorescence Anisotropy

4.1 Introduction

Imaging deep into turbid samples using confocal microscopy presents a number

of technical challenges. Ballistic light used for diffraction-limited imaging is ex-

ponentially attenuated by the presence of scattering (see equation 1.7), and that

inevitably leads to signal-to-noise ratio (SNR) concerns even 1 or 2 scattering

lengths into tissue [1]. In single photon imaging, however, the depth to which sig-

nal can be acquired with sufficient SNR exceeds that allowed by the ballistic light

as scattered photons contribute to the signal [2]. For targets at depth in scat-

tering media, both the excitation photons and fluorescence photons experience

scattering. Therefore, photons that would normally be rejected by the pinhole in

the absence of scattering contribute to the signal via redirection into the accep-

tance cone of the objective lens. These scattered photons carry less (if any) useful

information about the sample of interest, and as a result images constructed with

them experience a reduction in resolution [3]. A better understanding of the ef-
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fects scattering has on images in turbid media has encompassed three major foci

of research relevant to fluorescence polarization imaging: objective lens numerical

aperture, pinhole size, and polarization discrimination.

The objective numerical aperture plays a role in image resolution in both the

diffraction-limited and scattering regimes. In scattering media at depths shallower

than about 1 scattering length, �s, the NA determines resolution according to the

relations in equation 1.5. For images acquired deeper than this, however, the NA

affects the amount of scattered light that is collected by the optical system. Gan et

al. used Monte Carlo simulations to study the effects of numerical aperture alone

on the transverse resolution of targets at depth. They found the counterintuitive

result that, with the pinhole removed, lower NA objectives yield better transverse

resolution than higher NA objectives for imaging at depths ≥ �s [4, 5]. They

also showed, with the confocal aperture removed, that lower NAs yield better

resolution for targets located deeper than �s for a given number of scattering

events. These results show that the lower NA objectives act as an angular gate

for scattered photons, meaning that they preferentially reject light scattered into

angles deviating from the forward direction.

The pinhole is the most widely used and effective method for discriminating

against scattered light. Pinholes are effective because they discriminate against

photons that deviate significantly from the path taken by ballistic light. Unscat-

tered light forms a diffraction-limited spot at the pinhole plane, and the pinhole

diameter is typically selected to allow these to pass through. Light experiencing

scattering, however, is angularly deviated from the path taken by ballistic pho-

tons, and this angle change translates into a lateral shift at the pinhole plane.
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Therefore scattered light will tend to fall outside the diameter of the pinhole and

will be prevented from reaching the detector. Unlike the angle gating effects of

numerical aperture, insertion of a pinhole changes the fraction of unscattered vs.

scattered light that is ultimately detected [4]. The effect is such that decreasing

the pinhole radius biases the detected light distribution toward the unscattered

photons. This was quantified by Gan & Gu by consideration of an effective point

spread function that accounts for the effects of the tissue on image resolution

[5, 6].

Polarization gating methods in reflectance are also useful for increasing image

quality at depth [7]. The degradation of polarization in turbid media certainly

occurs from scattering, but the onset of depolarization is slower than the random-

ization of the angular distribution of light [8]. This property makes the technique

appealing for increasing the efficacy of imaging at depth, and indeed Gan et al.

and Morgan et al. showed that the addition of polarization gating techniques

increased lateral resolution at depth [9, 10].

In this chapter we utilize the Monte Carlo code outlined in Chapter 3 to ana-

lyze polarization preservation as a function of depth into scattering media. Exper-

imental results are also presented that quantify the loss of fluorescence anisotropy

fidelity as images of a fluorophore-embedded polymer bar are acquired to depths

up to 600 µm. We explore the advantages and disadvantages of gating techniques

involving NA and pinhole size from the standpoint of fluorescence anisotropy

preservation.
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4.2 Methods

4.2.1 Experimental measurements of depolarization

In order to measure the depth-dependent depolarization of fluorescence due to

scattering, we developed an experimental apparatus based on the fluorophore-

embedded polymer bar introduced in Chapter 2. The setup consisted of a dish with

a coverslip bottom filled with an aqueous suspension of polystyrene microspheres.

The face of the bar was imaged in the inverted geometry at depths ranging from

0 µm with the bar resting on the coverslip to 600 µm into the scattering medium

in 100 µm increments.

The bar was prepared for imaging by polishing with a 1 µm lapping film

followed by a 0.3 µm lapping film (LFG1P & LFG03P, Thorlabs, Inc., Newton,

NJ). With this surface prepared, the bar was attached to an optical post, which

was, in turn, connected to a vertically oriented translation stage. The stage and

associated micrometer allowed precise movement of the location of the bar within

approximately ± 1 µm in the geometry shown in Figure 4.1.

Two scattering phantoms were prepared for experiments. One contained an

aqueous suspension of 0.1 µm diameter polystyrene microspheres and the other

0.511 µm spheres (5010A and 5051A, Duke Scientific Corporation, Palo Alto, CA).

These two bead sizes were chosen as they are relevant to biological scatterers, and

they have very different scattering phase functions. Specifically, the scattering

anisotropy, g, is 0.09 for the 0.1 µm beads and 0.84 for the 0.511 µm beads. The

microsphere concentration was adjusted to account for the difference in scattering

cross section to maintain �s=100 µm at the fluorescence wavelength. The beads
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Fluorescent polymer bar
(advanced axially)

Depth into 
scattering sample

Polystyrene beads
in water

Figure 4.1: Schematic of setup used to quantify the artificial degradation of anisotropy due
to scattering at depth in turbid media. The fluorophore-containing bar was attached to a
micrometer that enabled vertical translation in 100 µm steps with ± 1 µm accuracy.
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were packaged at 10 % solids by weight in water, and therefore to achieve an

�s=100 µm, the 0.1 µm and 0.511 µm microspheres were diluted in water by a

factor of 1.39 and 26.6, respectively.

Two objectives were used for experiments. We utilized a 10×, 0.45 NA and

a 4×, 0.13 NA objective to reveal the effects that the numerical aperture has

on anisotropy imaging. A range of pinholes was used with each objective for

exploration of the effect of the size of the confocal aperture on anisotropy fidelity at

depth in scattering media. The 4× objective was used with four pinhole diameters:

100, 200, 400, and 600 µm. Since the optimal diameter according to the criterion

described by equation 1.6 is 100 µm, these pinholes correspond to 1, 2, 4, and

6 times the ideal size. The 10× objective was used with 75, 150, 400, and 600

µm diameter pinholes, which correspond to 1, 2, 5.3, and 8 times the optimal

size. The discrete pinhole diameters available commercially limited our choices,

so these two sets were matched as closely as possible with regards to multiples of

the optimal diameter.

The experiment progressed by first resting the bar on the coverslip in the

microsphere suspension to establish the 0 µm depth. An axial scan into the bar

was taken by advancing the objective with the focus maintained on axis. Once the

maximum signal was reached the 0 µm depth image was acquired. The face of the

bar was subsequently advanced in 100 µm increments into the solution to a depth

of 600 µm, and an image was acquired at each depth. Note that the position of

the objective was only advanced 73 µm between images to account for the axial

scaling factor induced by the mismatch in refractive indices between the objective

immersion medium (air) and the bar immersion medium (water) [11]. At each



4.2. METHODS 92

depth a 400 × 400 µm anisotropy image was acquired, and the mean anisotropy

across the entire field of view was reported.

4.2.2 Monte Carlo routines

Monte Carlo simulations were performed using the routines outlined in Chapter 3.

The simulation was set up as a two-layer medium with beads in a thin layer either

100 µm or 200 µm thick between the coverslip and the bar, and the bar set to a

thickness of 20 cm. Lateral dimensions of the sample were assumed to be infinite,

which is a reasonable approximation given the relevant scattering lengths, the 2

mm bar radius, and the close proximity of the bar to the coverslip.

Optical properties were set to closely match experiment, and consequently

the layer of beads was set to be purely scattering and the bar purely absorbing.

The scattering coefficient, µs, was chosen such that the scattering length was

approximately 100 µm at the fluorescence wavelength and �s for the excitation

wavelength was allowed to change in response to this requirement. For example,

the λ−4 wavelength dependence of µs from the 0.1 µm beads in the visible spectrum

led to a scattering length at the excitation wavelength that was 45 µm, a factor

of 2.2 shorter than at the fluorescence wavelength. Absorption coefficients in the

bar were set equal to fluorometer absorption values measured from thin slices of

the bar. A summary of optical properties utilized in the simulations is given in

Table 4.1.

Three simulation runs were performed in order to address conditions that

would affect typical imaging in tissue and to conserve computational runtime.

Two of the three simulations were performed with the bar at a depth of 100 µm in
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Parameters used in Monte Carlo simulations

Layer µa,ex µs,ex µa,fl µs,fl

Beads (0.1 µm) 0 cm-1 224 cm-1 0 cm-1 101 cm-1

Beads (0.5 µm) 0 cm-1 158 cm-1 0 cm-1 101 cm-1

Bar 92 cm-1 0 cm-1 98 cm-1 0 cm-1

Table 4.1: Parameters used in Monte Carlo simulation of the fluorophore-
containing rod in an aqueous suspension of polystyrene microspheres. Optical
properties are shown for both the excitation wavelength (488 nm) and the fluo-
rescence emission maximum (590 nm) with both bead sizes. Values for scattering
coefficients were set to yield a scattering length of approximately 100 µm at the
fluorescence wavelength. Absorption coefficients are measured values.
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two different scattering media consisting of 0.1 µm and 0.511 µm beads. A third

run was done for the bar at 200 µm deep into a suspension of 0.511 µm beads.

Simulations tracked photons through the medium, and upon exiting the tissue

the recorded parameters including photon position, photon weight, Stokes vector,

and number of scattering events encountered for both excitation and fluorescence

photons. These parameters were not assembled into bins like in MCML, as the

exact photon positions and weights were necessary to track photons escaping the

surface through the confocal arrangement assembled in OSLO (see Figure 3.1).

The microscope was equipped with either a 0.13 NA or 0.45 NA lens, and pinhole

sizes in the simulation were varied and reported as multiples of the optimal size

calculated from equation 1.6.

4.3 Results

4.3.1 Experimental results

Results from experiments performed with the fluorophore-containing bar that ex-

amined the effects of objective lens numerical aperture and pinhole size are shown

in Figure 4.2. For this set of experiments, 0.1 µm diameter beads were used as

was the full complement of pinholes for both the 4× and 10× objectives. Plot A

shows results for anisotropy acquired with the 4×, NA 0.13 objective. Anisotropy

degrades more severely at depth for larger pinholes, but at shallow depths less

than 100 µm, there is no dependence on pinhole size. As would be expected from

the role of the pinhole in the rejection of scattered light, the optimal pinhole
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(A)

(B)

Figure 4.2: Experimental results indicating the effect of NA and pinhole size on the fidelity
of anisotropy at depth in scattering media. Both plots contain data acquired with 0.1 µm
microspheres, but A is from the 4×, NA 0.13 objective and B is from the 10×, NA 0.45 objective.
Pinhole diameter, vp, is given relative to the optimal size, v0.
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size yields the most accurate anisotropy at all depths. Plot B shows results from

data acquired with the 10× objective. There is a similar trend as that observed

with the 4× objective in that larger pinholes yield less accurate anisotropies at

depth. There is a noticeable difference between the performance of the two objec-

tives for the optimal pinhole size, however. The 10× and 4× objectives preserve

anisotropy equally well at shallow depths, but beyond 5 scattering lengths (5�s)

at the fluorescence wavelength, the 4× reports more accurate anisotropies. At

6�s, for example, both objectives experience severe scattering-based anisotropy

degradation, but the 4× reports r 50% higher than the corresponding 10× case.

The source of this discrepancy is most likely the ability of the lower NA objective

to discriminate against scattered light. For the 0.1 µm beads, g=0.09 and it is

likely that the scattering angle will be large. If it is deflected at an angle greater

than the acceptance cone dictated by the NA, then the photon will not be de-

tected. The 10× objective has an NA that is more than 3-fold larger than the 4×
objective, and it will therefore necessarily accept more scattered light even with

the optimal pinhole diameter. It is important to note, however, that these effects

are prominent at scattering depths beyond which useful images can be acquired.

At shallow depths where there is appreciable ballistic light available for image

formation, the effect is much less apparent and the 10× objective will yield much

better axial and in-plane resolution.

Figure 4.3 displays data illustrating the effect of the scattering phase function

on measurements of r in scattering media. Both A and B were acquired with the

10×, 0.45 NA objective with the same set of pinholes and at the same depths.

The scattering phantom in A consisted of 0.1 µm beads, while that in B was 0.511
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(A)

(B)

Figure 4.3: Experimental results indicating the effect of the scattering phase function on the
fidelity of anisotropy at depth in scattering media. Both plots contain data acquired with the
10×, 0.45 NA objective, but measurements in A and B are derived from measurements made
in aqueous suspensions of 0.1 µm and 0.511 µm diameter beads with g values of 0.09 and 0.84,
respectively. Pinhole radius, vp, is given relative to the optimal size, v0.
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µm beads, thereby allowing the direct comparison of the effects of particles with

g differing by an order of magnitude. The general trend is for larger pinholes to

lead to faster degradation of anisotropy at depth. However, the 0.1 µm beads

maintain the polarization more effectively at depth than do the 0.511 µm beads.

This is likely a complicated combination of scattering effects that will be informed

by results of Monte Carlo simulations in section 4.3.2.

These results have practical consequences, as the scattering-induced degrada-

tion of anisotropy can be reduced significantly at depths where useful images can

be acquired. With an optimal pinhole diameter in media containing the 0.511 µm

beads, the anisotropy is degraded by 2% at a depth of 100 µm. This may be ob-

servable experimentally with sufficient SNR, but the 9% difference observed at 200

µm will likely be significant in those cases where signal levels permit anisotropy

measurements to be made. The effect is much less prominent for the 0.1 µm beads,

but these are slightly less relevant biologically from a light scattering standpoint,

as shown by fits to data from intact cells in our 2005 Biophysical Journal paper

[12].

4.3.2 Monte Carlo results

In order to test the ability of our Monte Carlo routine to model the degradation of

anisotropy with scattering in our experimental system, we plotted a subset of the

experimental data together with results from our fluorescence polarization Monte

Carlo routine, FPML. We compared values measured from the bar 100 µm into a

scattering suspension of 0.511 µm beads to the same quantity simulated in FPML.

The results of this comparison are shown in Figure 4.4. The two sets of data match
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Figure 4.4: Comparison of Monte Carlo routine output to experimental data. Data and simula-
tions were performed for a scattering medium containing 0.511 µm beads with the fluorescent
bar located 100 µm from the coverslip.
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well qualitatively, but there is a quantitative difference with the Monte Carlo

results returning anisotropy values consistently 10% higher than those measured

experimentally. This discrepancy is due to experimental variations that appear

to originate in the bar itself. The value of 0.275 chosen for the anisotropy of the

target was selected based on typical values returned by experiment, but it was

a choice within a range of typical values. Indeed, had the Monte Carlo routines

been designed using a target anisotropy of 0.25, the data and simulation would

have matched quite well, especially for smaller pinholes.

Figure 4.5 contains results from the Monte Carlo run for the bar face at 100 µm

deep into a suspension of 0.1 µm scattering beads imaged with a 0.45 NA lens.

Figure 4.5A demonstrates the effect of changing pinhole size on the measured

anisotropy. Anisotropy is maintained within 11% for pinholes up to 10 times the

optimal diameter. Beyond that limit the magnitude of the slope of r vs. pinhole

size increases until a pinhole of 1000 times optimal leads to an artifactual decrease

of r to only 30% of its actual value. Figure 4.5B demonstrates why this decrease

occurs. The r data is reproduced here in conjunction with two traces indicating

how scattering is affecting the anisotropy. These traces indicate (1) how many

scattering events, on average, were experienced by light that excited fluorescence

in the bar that was eventually detected and (2) the number of times the fluo-

rescence was scattered after generation, on average, before reaching the pinhole.

There is a clear correlation between an increase in the number of scattering events

and a decrease in anisotropy. There is also a clear difference between the mean

number of scattering events that the excitation and fluorescence experience as a

result of the decrease in µs at the emission wavelength. This indicates that larger
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Figure 4.5: Monte Carlo simulations of the anisotropy returned from a planar fluorescent target
located 100 µm into an aqueous suspension of 0.1 µm diameter microspheres and imaged with
a 0.45 NA objective. Plot A shows the effect on r of increasing the pinhole diameter from 1
to 1000 times the optimal value. B displays the mean value of r from A along with the mean
number of scattering events experienced by excitation and fluorescence photons for each pinhole
size. C and D are histograms of the number of scattering events for each pinhole size for the
excitation (Ex) and fluorescence (Em), respectively. Error bars are standard error of the mean.
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pinholes are allowing light that has been scattered more times to be detected, and

that the result of this is a decrease in anisotropy. Figure 4.5, C and D, display

the histograms for excitation and fluorescence, respectively, from which the mean

values in Figure 4.5B were calculated. In both cases for all pinhole sizes there

is a very strong ballistic component that appears as a large peak at 0 scattering

events. It is this light that is responsible for diffraction-limited imaging, and its

dominance over 1 or more scattering events is an indicator that the pinhole is

performing well and confocality has been achieved. The effect of different optical

properties at the excitation and emission wavelengths can clearly be seen, as the

histograms for the excitation light are clearly broader than those for fluorescence.

Results of the Monte Carlo simulations for the 0.511 µm beads and the target

located 100 µm deep are shown in Figure 4.6. Figure 4.6A shows the dependence of

the mean value of r vs. pinhole size to be less severe than in the case of the 0.1 µm

beads. With these larger beads, larger pinholes result in much higher measured

anisotropies than those shown in Figure 4.5. Figure 4.6B shows the dependence

of r on the mean number of scattering events for excitation and emission photons.

For this bead size, excitation and fluorescence photons that contribute to the

detected signal are only scattered about 40% and 80% as many times as with

0.1 µm beads at vp=1000v0. The histograms in Figure 4.6, C and D, are quite

different than those observed with the smaller microspheres. For pinholes near

the optimal size there is still a strong ballistic component, but larger diameters

eventually lead to the peak of the distribution for scattered light shifting away

from zero, indicating a loss of the dominance of the ballistic component.
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Figure 4.6: Monte Carlo simulations of the anisotropy returned from a planar fluorescent target
located 100 µm into an aqueous suspension of 0.511 µm diameter microspheres and imaged with
a 0.45 NA objective. Plot A shows the effect on r of increasing the pinhole diameter from 1
to 1000 times the optimal value. B displays the mean value of r from A along with the mean
number of scattering events experienced by the excitation light and fluorescence emission for
each pinhole size. C and D are histograms of the number of scattering events for each pinhole
size for the excitation (Ex) and fluorescence (Em), respectively. Error bars are standard error
of the mean.
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Figure 4.7: Monte Carlo simulations of the anisotropy returned from a planar fluorescent target
located 200 µm into an aqueous suspension of 0.511 µm diameter microspheres and imaged with
a 0.45 NA objective. Plot A shows the effect on r of increasing the pinhole diameter from 1
to 1000 times the optimal value. B displays the mean value of r from A along with the mean
number of scattering events experienced by the excitation light and fluorescence emission for
each pinhole size. C and D are histograms of the number of scattering events for each pinhole
size for the excitation (Ex) and fluorescence (Em), respectively. Error bars are standard error
of the mean.
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The plots shown in Figure 4.7 were produced by running a simulation with the

same optical properties as in Figure 4.6 but with the bar located at 200 µm. The

mean anisotropy in Figure 4.7A is lower than that found with the bar at 100 µm.

The scattering distributions in Figure 4.7B indicate that this is due to the mean

number of scattering events being higher, even for the optimal pinhole diameter.

For example, with vp=v0, the mean number of scattering events for excitation and

fluorescence photons are both approximately a factor of 3 higher for the target at

200 µm vs. 100 µm. The scattering histograms in Figure 4.7, C and D, reflect

this as well, as they are broader than those at 100 µm. For excitation photons

with vp=100v0, the peak of the distribution shifts to 2 scattering events, and

the ballistic component is only 48% of the peak value. The fluorescence photon

peak also exhibits a shift for vp=100v0, a feature which was not observed for any

pinhole size in Figure 4.5 or 4.6. From a practical standpoint, however, there is

still a significant ballistic contribution for optimal pinhole sizes, so some image

information remains in the fluorescence.

4.4 Discussion

The experimental and Monte Carlo results presented here demonstrate the util-

ity and limitations of the anisotropy technique as well as the importance of the

microscope parameters that determine the fidelity of the measurements.
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Effect of varying the objective NA

The objective lens numerical aperture is an essential parameter for determining

the diffraction-limited resolution in confocal microscopy (see equation 1.5). Our

experimental results show that variation of the NA has some effect on confocal

microscopy at depth in turbid media, although it does not appear to affect the

anisotropy at depths for which useful images can be acquired in practice. For

example, Figure 4.2 shows the effect of changing the NA on the fidelity of the

measured anisotropy at depth. The r plots for the 4× objective with vp=v0 and

vp=2v0 indicate that there is a loss in the ability to discriminate against scattered

light as the pinhole size increases to 2v0 for depths � 300 µm. For shallower depths

where the vast majority of imaging occurs in practice, there is no discernible dif-

ference between r acquired with the two pinholes. The two corresponding traces

for the 10× objective track each other up to 600 µm, however, indicating that a

larger pinhole does not lead to an increase in detected scattered light that is suffi-

cient to change the mean value of r. Therefore, there is a significant contribution

from scattered light occurring even with optimal pinholes for higher NA objec-

tives. In comparing Figure 4.2, A and B, it is clear that the 4× objective returns

a loss of anisotropy of 55% at 600 µm, while the 10× for the same normalized

pinhole diameter and depth yields an r decrease of 70%. This indicates that, at

large depths, there is some discrimination against multiply scattered light pro-

vided by decreasing the NA, but it does not occur until 300 µm into the medium.

This makes the option of intentionally degrading the NA to yield more accurate

anisotropy values at depth unappealing, because the slight increase in the depth
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at which r is recovered accurately occurs at the expense of diffraction-limited

resolution.

Effect of varying the pinhole diameter

Given that the pinhole is the source of confocality, it is not surprising that this

microscope parameter has the largest effect on the ability to accurately acquire

anisotropy images in scattering media. As with any modification made to the

imaging setup, there are always tradeoffs that determine what modifications may

or may not be useful.

Panels B, C, and D from Figures 4.5-4.7 indicate that a pinhole limits the

number of times a photon can be scattered and still be detected. The details

of how this is accomplished are revealed by considering differences between exci-

tation light scattering histograms under different conditions. Consider an image

obtained at a depth of 100 µm in the presence of scatterers with two different

phase functions (Figures 4.5C and 4.6C). Although photons traversing solutions

for both bead sizes share the same fluorescence scattering mean free path, the dis-

tributions of scattering events in each case differs greatly. As noted previously, this

occurs because we are scoring only those fluorescence photons that pass through

the pinhole. Scattering histograms from the 0.1 µm beads maintain a sharp ballis-

tic component regardless of pinhole size. With 0.511 µm beads, however, there is

a relative decrease in the ballistic component with pinhole radius that ultimately

shifts of the maximum likelihood of scattering from 0 to 1 scattering event.

Two measures of the difference between histograms for the two cases are shown

in Figure 4.8. Figure 4.8A displays the relative likelihood of detecting fluorescence
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excited by photons scattered once vs. those excited by ballistic photons. The ratio

of the number of photons scattered once to the number of ballistic photons, N1/N0,

is plotted as a function of pinhole radius for both bead sizes. This ratio is between

1.8 and 10 times higher with 0.511 µm beads compared to 0.1 µm beads. Figure

4.8B details the likelihood of detecting fluorescence excited by a multiply-scattered

photon. In this case we report the ratio of photons scattered 10 times to ballistic

photons, N10/N0. In contrast to panel A, the number of fluorescence photons

originating from excitation photons scattered 10 or more times is higher in the

presence of very small scatterers regardless of pinhole size. Interestingly, the ratio

N10/N0 is a much better predictor of anisotropy degradation than is N1/N0.

Figure 4.8C displays the anisotropy as a function of pinhole radius for both

scattering particle sizes. From this it is evident that the degradation of anisotropy

is strongly tied to the existence of a long tail in the histograms of the number of

scattering events. It is apparent why this is the case by considering the phase

functions and the influence of particle size on polarization state. The high g ex-

hibited for the 0.511 µm beads indicates that the light scattering is very forward

directed. It is therefore likely that a photon scattered by these large particles

would experience a small angular deflection. It is more likely that light encoun-

tering the smaller beads will scatter into a large angle, however. This explains

why the number of photons reaching the detector that result from light scattered

only once is much higher for the larger beads. The lower g for the smaller beads

makes it more likely that a single scattering event will result in a scattering angle

large compared to the acceptance angle of the objective lens.

The question remains as to why the relatively small number of excitation pho-
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(A) (B)
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Figure 4.8: Monte Carlo results illustrating the change in the mean number of scattering events
experienced by excitation photons that lead to detected fluorescence photons for a given pinhole
size. Results are plotted for both 0.1 and 0.511 µm beads with a target located at a depth of
100 µm. A displays the ratio of the number of photons scattered once (N1) to the number of
ballistic (unscattered) photons (N0). B contains the ratio of the number of photons scattered
10 times, N10, to the number of ballistic photons. Panel C displays the mean anisotropy as a
function of pinhole size for suspensions of both bead sizes. Error bars are standard error of the
mean.
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tons scattered 10 times appears to be the dominant factor in polarization degrada-

tion. This is a fact made even more curious given that, for a given scattering angle

that is not very close to the forward direction, the 0.511 µm beads tend to alter

the photon packet polarization state more than light scattered by smaller beads

(data not shown). It would appear that this would result in more depolarization

with scattering from the larger beads. However, to fully understand the observed

behavior, the effect of depolarization from both one scattering event and multiple

scattering events must be taken into account. Light scattered into the extreme

forward direction maintains the incident polarization state. Consequently, even

though light that is scattered a few number of times is detected more efficiently

with the larger beads, the light is preferentially scattered into angles at which

the polarization has not been modified. With the smaller beads a different effect

comes into play. Even though the polarization tends to be maintained for any indi-

vidual scattering event, the more uniformly distributed scattering phase function

randomizes the light on the basis of direction changes. As a result, even though

light that is scattered once is less likely to be detected, the lower g makes it more

likely that light scattered many times will make it into the detection path. The

geometry of the phantom setup probably contributes to this behavior, however,

and had the system been constructed with scattering in the fluorescence layer this

result might have been modified. The fluorescent target is purely absorbing, and

therefore light that reaches the target cannot be scattered back into the detec-

tion acceptance angle. Because of the highly forward directed scattering from the

larger beads, it is more likely that these photons will reach the target and will not

experience large numbers of scattering events. It therefore appears that, for this
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geometry, the number of scattering events experienced by detected light is more

important than the depolarization induced by any individual scattering event.

Another important property to consider in anisotropy imaging is the simulta-

neous effect of pinhole size on SNR and scatter-induced r degradation. Changing

the pinhole size alters the signal-to-noise ratio, which in the case of anisotropy

imaging translates directly into the uncertainty in the mean value of r. Figure

4.9 is a plot of the mean anisotropy and standard error of the mean as a function

of pinhole size for a target located 100 µm into a 0.511 µm bead suspension. For

pinholes up to 10v0, the uncertainty in r decreases rapidly while there is only

a modest 7% decrease in the mean. The relative immunity of r to pinhole size

arises from the slow depolarization of light relative to changes in position at the

pinhole plane [8]. There is, however, a limit to the increase in pinhole size that

can be made before a statistically significant change in anisotropy occurs. In this

case, for example, increasing the pinhole radius larger than 2v0 is not beneficial,

as the degradation in r due to scattering becomes measurably different than that

obtained with the optimal pinhole size. Modest increases in pinhole size may be

warranted in cases where the signal is very dim and the corresponding reduction

in image resolution is acceptable, however.

The depth to which accurate anisotropy images can be acquired is governed

by the parameters of the microscope optics as well as the optical properties of the

medium in which the target resides. Smaller pinholes and lower NA objectives

are most effective at maintaining r at depth, but there are tradeoffs required

in signal strength and resolution. Our experimental studies show that we can

retrieve anisotropies accurate to within 10% at depths equal to 4-5 �s at the
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Figure 4.9: Monte Carlo simulations of the uncertainty in r measurements as a function of
pinhole size. The mean anisotropy and standard error of the mean are shown for a target 100
µm deep into an aqueous suspension of 0.511 µm diameter polystyrene microspheres.
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excitation wavelength and approximately 2 �s at the fluorescence wavelength with

suitable pinholes. Since the scattering coefficient is approximately 2-fold higher

at the excitation wavelength, this is the limiting factor in imaging. Scattering

histograms in Figures 4.5-4.7 indicate that this is the case, as the scattering of

excitation light leading to detected fluorescence photons dominates that of the

fluorescence photons. This agrees with earlier studies by Gu et al. showing that

the scattering of excitation light rather than of the fluorescence is the limiting

factor in single-photon imaging [13]. This also appears to be the case for single-

photon anisotropy imaging.

In this chapter we have considered the effects that microscope parameters

have on anisotropy imaging, but an alternative technique that may prove effective

deserves mention. Typically the sample of interest is thought about as a fixed

parameter, but the use of red-shifted fluorophores allows imaging to progress in

the presence of more advantageous optical properties. We excited the polymer bar

at 488 nm and detected a peak wavelength at 590 nm. For the 0.1 µm beads this

gave µs of 224 cm-1 and 101 cm-1 at the excitation and fluorescence wavelengths,

respectively. If we had used a red-shifted dye such as Alexa 680, the optical

properties encountered would have been significantly different. Alexa 680 has an

absorption maximum at 655 nm and an emission maximum at 704 nm (Molecular

Probes, Eugene, OR). If we had used this dye instead of the fluorophore-containing

bar, the 0.1 µm beads would have given µs values of 68 cm-1 and 56 cm-1 at the

excitation and emission wavelengths, respectively. This reduction in scattering at

both wavelengths would aid in maintaining image quality and accuracy of r to

greater depths. Although a slight degradation in the diffraction-limited perfor-
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mance of the microscope would occur, it would likely be less important than the

increase in scattered light performance.

4.5 Conclusions

We have shown that confocal fluorescence polarization imaging is a robust modal-

ity that yields anisotropy information accurate to within 10% to approximately

4�s at the excitation wavelength into scattering media. In our experience this

encompasses practically all depths at which we can acquire useful intensity im-

ages. The fact that the image quality and anisotropy fidelity are acceptable at

the same depths is not surprising given that an inability to reject scattered light

is the primary source of degradation in both cases.

As is the case with most imaging techniques, tradeoffs can be made in order

to maximize any particular aspect of the technique. In the case of anisotropy

imaging, the three important parameters available are image resolution, signal

level, and the fidelity of the anisotropy. The returned anisotropy appears to be

somewhat insensitive to pinhole size to within a few times the optimal size. This

property may be exploited to boost signal strength if a particular sample is dim

and requires an increase in signal. The increase in power will require resolution

sacrifices to be made, but this must be decided on a case-by-case basis. Anisotropy

imaging appears to be somewhat sensitive to the objective lens numerical aperture,

and it appears that using lower NA objectives may preserve anisotropy information

more accurately at depth than high NA lenses. These effects are extremely subtle

at depths where quality images can be acquired, however, and any advantages low



4.5. CONCLUSIONS 115

NA objectives provide will almost certainly be offset by the loss of both in-plane

and axial resolution.
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Chapter 5

Imaging Enzyme Activity with
Polarization-Sensitive Confocal

Fluorescence Microscopy

5.1 Introduction

Chapters 3 and 4 were devoted to exploring the properties of confocal fluorescence

polarization imaging in turbid media. The limits of the technique were found

without regard to any particular application in order to maintain the generality

of the results. In this chapter we turn our attention toward the development

of a specific technique for imaging enzyme activity that is based on quantifying

enzyme-induced anisotropy changes of fluorescently-labeled substrates.

The ability to image enzyme activity noninvasively has obvious broad appli-

cability in biology. A particularly compelling example is that of cancer biology,

where proteases play a critical role in cancer progression by participating in mi-

croinvasion and angiogenesis and by promoting metastatic growth of tumors at

distant sites. A number of different proteases have been implicated in metastasis,
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including cathepsin B, urokinase plasminogen-activating enzyme (uPA), and sev-

eral of the matrix metalloproteinases [1, 2]. The role that each of these enzymes

plays is complicated and interdependent on a number of factors, and as such the

research into better understanding their contributions is a field of active study

[3, 4]. The ability to image the spatial properties of enzyme production is a valu-

able tool for understanding these processes, and the use of polarization-sensitive

fluorescence imaging provides a way to visualize these patterns.

Fluorescence anisotropy imaging techniques have already proven to be powerful

and robust, and are widely applicable to a number of biological and biophysical

problems. In one of the first papers to evaluate polarization-sensitive imaging,

Axelrod studied carbocyanine dye orientation in individual erythrocyte ghosts [5].

Fluorescence polarization imaging has also been exploited for the measurement

of local intracellular viscosity [6], imaging calmodulin binding in fibroblasts [7],

measuring the orientation of eosin-5-maleimide on band 3 in erythrocyte ghosts

[8], visualizing three dimensional order in liquid crystals [9], and for imaging the

localization of the photosensitizer mTHPC (meta-tetrahydroxyphenylchlorin) in

intact cells (see Chapter 6) [10].

There are currently several approaches available to optically image enzyme ac-

tivity. These include imaging resonant energy transfer (RET) between enhanced

yellow and cyan fluorescent proteins [11], detecting enzyme activity by fluores-

cence spectral shifts [12], and quenched near-infrared probes made fluorescent by

enzyme activity [13]. The most prolific of these is the quenched probe approach

wherein quenched near-infrared emitting probes emit fluorescence only after en-

zymatic cleavage has occurred, and fluorophores on the probe have been spatially
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separated a distance sufficient to allow fluorescence emission. This technique has

yielded a large family of papers investigating cathepsin D activity [14], matrix

metalloproteinase-2 (MMP-2) activity and inhibition [15, 16], and a host of other

enzyme probes listed in a minireview by Mahmood and Weissleder [17]. One pit-

fall of this technique is the possibility that a lack of substrate in the tissue of

interest could be interpreted as a lack of enzyme activity, as these two possibil-

ities both lead to no fluorescence signal. This problem has been addressed by

recent papers from McIntyre et al. [18] and Kircher et al. [19], where a secondary

reference fluorophore unaffected by enzyme activity has been added to eliminate

any potential ambiguity. This approach has the consequence that two spectral re-

gions are necessary to image the activity of one enzyme, and therefore inherently

reduces the number of enzymes that can be detected simultaneously.

In this chapter we describe an alternate technique for imaging enzyme activity

using steady-state fluorescence anisotropy measurements on a per-pixel basis with

a confocal microscope. While anisotropy has been used as a fluorometer-based

assay of enzyme activity in homogeneous solution [20–22] and in flow cytometry

for quantifying processing of proteins in J774 murine macrophages [23], to the best

of our knowledge it has not been implemented in an imaging context to report

spatially resolved changes in anisotropy.

With the method presented here, enzyme activity is reported by changes in

the fluorescence anisotropy of a fluorescently-labeled substrate (see Figure 5.1).

A large molecule is labeled such that it inherently yields a high fluorescence

anisotropy, and this construct is introduced into the region of interest. If no

enzyme is present, the large molecular weight substrate remains intact and high
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anisotropy is preserved (Figure 5.1A). If an enzyme is present for which the fluo-

rescently labeled species is a substrate, however, the enzyme strips the fluorescent

molecule from the larger structure resulting in a lower effective molecular weight

and smaller τr (see equation 1.16). This yields a lower fluorescence anisotropy

in regions containing enzyme as indicated in Figure 5.1B. The signature of en-

zyme activity in these images, therefore, is a region of anisotropy lower than that

containing the construct alone.

We have demonstrated the efficacy of this approach by examining changes in

anisotropy induced by trypsin and proteinase K with Bodipy-FL-labeled bovine

serum albumin (BSA) attached to sepharose beads as the substrate. The beads

were exposed to these enzymes, and the anisotropy was recorded in every pixel

as a function of time. This procedure led to an image time course that yielded

information about the enzyme activity in and around the beads. Measurements

are also presented indicating the ability to image the effects of enzyme activity

in living cells. For this, we incubated the J774 murine macrophage cell line with

Bodipy-BSA and imaged the intercellular and intracellular variation of enzymatic

processing of the probe.

5.2 Materials and methods

Cell imaging

J774 murine macrophages were grown in an 8-well chambered coverglass (Number

155411, Nalge Nunc International, Rochester, NY) containing 500 µL Dulbecco’s

modified eagle medium (D-MEM) with 10% fetal bovine serum supplemented with



5.2. MATERIALS AND METHODS 122

E

EE

E
E

E

E

enzyme
present

Photoselection Low anisotropy

no
enzyme

Photoselection High anisotropy

(A)

(B)

Figure 5.1: The basis of imaging enzyme activity using fluorescence polarization microscopy.
(A) If a construct with a high inherent anisotropy is added to a system of interest containing
no relevant enzyme, the anisotropy remains high. (B) If the construct in introduced in a region
containing an enzyme for which it is a substrate, however, the enzyme cleaves the substrate and
small fluorescently labeled fragments result. These smaller fragments can tumble more readily
in solution and therefore yield a lower anisotropy.
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penicillin-streptomycin. Cells were seeded at a concentration of 1×105 cells/well

and placed in a 5% CO2 incubator at 37◦ C for 48 hours. On the day of the

experiment, 100 µg/mL Bodipy-BSA was added to the media and the cells were

allowed to incubate for times ranging from 1 to 5 hours. At each time point the

cells were rinsed 2× in media, 1× in Hanks’ balanced salt solution (HBSS; Gibco,

Grand Island, NY, USA), and then imaged in HBSS.

Bodipy-BSA in the cells was excited with 488 nm light from an argon-ion laser

(Innova 70, Coherent Inc., Santa Clara, CA), and emission was filtered with a 500

nm long pass filter in the detection arm (HQ500LP, Chroma Technology Corp.,

Rockingham, VT). Images were acquired with a 10x, 0.45 NA objective every hour

starting with the 1 hour time point and going up to 5 hours after introduction

of the Bodipy-BSA. Both large (500 µm) and small (100 µm) fields of view were

acquired to observe intracellular and intercellular variations in anisotropy.

Immobilization of substrate with sepharose beads

To demonstrate enzyme activity imaging in the bead model system, substrate

localization was accomplished by attaching Bodipy-labeled BSA to cyanogen bro-

mide activated sepharose 4B beads (Sigma-Aldrich, Inc., St. Louis, MO). The

Bodipy-BSA (Molecular Probes, Eugene OR) was coupled to the beads at 1

mg/mL of swollen gel according to the manufacturer’s instructions. The remain-

ing active sites were blocked using 0.1 M ethanolamine (pH 9). The BSA-Bodipy

was distributed homogeneously throughout the beads as evidenced by confocal

fluorescence images.
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Sepharose bead imaging sample preparation

The imaging sample was constructed using 1% agarose gel in HBSS. 200 mg

agarose (Amresco Inc., Solon OH, USA) was added to 20 mL HBSS and the

solution was heated until boiling. Once the gel had cooled to approximately 60◦ C,

it was poured into a dish with a coverslip bottom to fill to a depth of approximately

4 mm. Prior to setting, a cloning cylinder (Bel-Art Products, Pequannock, NJ,

USA) was placed in the gel, and 4 µL of the bead solution was injected in the region

immediately adjacent to the cylinder. The agarose immobilized the beads once

the gel had set at room temperature and was subsequently placed in a refrigerator

at 8◦ C. Prior to imaging, the cloning cylinder was removed, leaving behind a well

in the agarose encircled by immobilized beads.

Image acquisition with sepharose beads

Prior to introduction of enzymes, an initial image was acquired to establish base-

line anisotropy and intensity. Subsequently, 100 µL of 15 mg/mL room temper-

ature enzyme solution containing either trypsin (640 µM) or proteinase K (520

µM) was injected into the well. At the same time, a stage-mounted temperature

controller (Bioptechs, Butler, PA, USA) was turned on to raise the dish temper-

ature to 37◦ C, which was maintained for the duration of the experiment. Images

were acquired at specified intervals from the time of heater activation up to one

hour after enzyme addition.

Images were acquired with a 10×, 0.5 NA microscope objective in our custom

built laser scanning confocal fluorescence imaging system described previously in
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Chapter 2 [10, 24] and illustrated in Figure 2.1. Images were constructed from a

400 × 400 array of pixels spanning a 300 µm field of view that required 20 seconds

per image. An argon-ion laser tuned to 488 nm was the excitation source, and

Bodipy fluorescence emission was filtered with a dichroic mirror and a 500 nm

long pass filter (HQ500LP). The two orthogonal polarization components of the

fluorescence were separated with a polarizing beamsplitting cube and sent to two

balanced photomultiplier tubes. From these data it was possible to calculate the

fluorescence anisotropy on a per-pixel basis.

Daily imaging calibration

While we were able to quantify the effects of objective lens NA on the measured

anisotropy in Chapter 2, the effects of the polarization properties of all elements

are not accounted for explicitly in that analysis. Other optical components in the

system act to depolarize the beam, and they may be slightly different from day to

day. To account for these factors and any daily variation, we performed a daily

calibration to balance the throughput of the two polarization channels by imaging

a reference sample of 1 µg/mL fluorescein in water with known anisotropy (r =

0.0076). From this, a correction factor, G, was calculated according to [25]

rref =
i‖ −Gi⊥
i‖ + 2Gi⊥

, (5.1)

where i‖ and i⊥ were the raw parallel and perpendicular intensities. G was found

for all pixels in the image by solving Equation 5.1 over the entire field of view.

The mean value along one projection of this two dimensional correction factor was
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fit with a degree 3 polynomial that was used as a noise-free G factor across the

entire field of view.

Time-resolved lifetime and anisotropy data

To characterize the effects of enzyme action on the lifetime and anisotropy decays

of our substrate-bound fluorophore, we performed time resolved measurements on

Bodipy-BSA in fluid solution before and after proteinase K introduction. For the

undigested substrate, we made measurements on 100 µL of 0.28 mg/mL Bodipy-

FL-BSA in HBSS without any enzyme present. We also made the same mea-

surements on 100 µL of the identical concentration of Bodipy-BSA that had been

incubated in the presence of 0.49 mg/mL proteinase K at 37◦ C for one hour.

Time resolved fluorescence spectra and anisotropy decays using time correlated

single photon counting were performed on an apparatus that has been described

in detail elsewhere [26]. Briefly, fluorescence decays were measured using magic

angle detection and fit with decay fitting software (SPCImage 2.4, Becker & Hickl

GmbH, Berlin, Germany). For fitting we used the functional form,

F (t) = Fbaseline + F0

n∑
i=1

ai exp(−(t− t0)/τi), (5.2)

where n is the number of components used, τi are the decay time constants,

ai are the amplitudes, Fbaseline is the baseline fluorescence and F0 is the peak

fluorescence at time t0, where t0 is the temporal offset of the fluorescence decay.

The fitting routine effectively deconvolved the measured system response function.

Amplitudes satisfy the condition that
∑n

i=1 ai = 1 and the average lifetime 〈τ〉 is
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given by

〈τ〉 =
n∑

i=1

aiτi

/
n∑

i=1

ai. (5.3)

For time-resolved fluorescence anisotropy, parallel
(
I‖(t)

)
and perpendicular

(I⊥(t)) fluorescence decays were measured for equal acquisition times during which

there was no significant fluctuation in the signal level. The measured anisotropy

decays were fit using [25, 27]

r(t) =

(
I‖(t) −GI⊥(t)

I‖(t) + 2GI⊥(t)

)
= r∞ +

m∑
i=1

r0i exp(−t/τri), (5.4)

with τri the rotational correlation times, r0i the initial anisotropies and r∞ the

initial anisotropies for the rotationally immobile fraction (τri = ∞). The average

rotational correlation time for the mobile fraction is defined analogously to average

lifetime in the form

〈τr〉 =
m∑

i=1

r0iτri

/
m∑

i=1

r0i, (5.5)

where the sum is over only the rotationally mobile components. The G-factor

describes the sensitivity of detection to polarization and was determined experi-

mentally using tail-matching for free fluorescein decays. Under our experimental

conditions, the optical depolarization due to the microscope objective (40×, 1.15

NA, with an underfilled back aperture) was negligible [5, 28].
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5.3 Results

Enzyme activity imaging with sepharose beads

Demonstration of the imaging modality necessitated spatial confinement of the

enzyme or the substrate. We chose to isolate the substrate in sepharose beads and

allow the freely diffusing enzyme in fluid solution to permeate the entire field of

view. After introducing the enzyme to the sample, a series of images acquired with

a confocal microscope was taken, and the fluorescence anisotropy was calculated

on a per-pixel basis. The two enzymes, trypsin and proteinase K, were chosen

for their different specificities. Trypsin has greater substrate specificity, cleaving

peptide bonds at the carboxyl side of lysine and arginine residues [29], whereas

proteinase K has a broader specificity in that it cleaves at the carboxyl side of

aliphatic and aromatic amino acids [30].

The results of the experiments in which BSA-Bodipy-labeled beads were ex-

posed to proteinase K and trypsin are summarized in Figure 5.2. Figure 5.2, A

and B, show anisotropy images taken 10 minutes after introduction of 640 µM

trypsin and 520 µM proteinase K, respectively. The 45 µm regions of interest

from which the plots in Figure 5.2, C–F, were derived are indicated on each im-

age. It is clear from the images that the anisotropy inside the bead is lower after

10 minutes of exposure to proteinase K than after a similar exposure to trypsin,

and this is confirmed by analysis presented in Figure 5.2, C and D.

Fig. 5.2, C and D, display analysis of data acquired from regions inside the

beads. Here, the anisotropy is seen to fall much more rapidly initially with

proteinase K than with trypsin, consistent with their different activities. Both
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enzymes demonstrate a progressive decrease in r with time as the substrate is

digested, although the magnitude is greater with proteinase K. The general in-

tensity trend inside the beads is as expected. At early times, the intensity is high

indicating a high concentration of fluorophore. As the enzymes act, the cleaved

fragments are no longer attached to the bead and can therefore diffuse into the

surrounding medium. The net effect of this release of fluorescent fragments is a

loss in fluorescence inside the bead with time, and, as expected, the magnitude and

rate of the intensity decrease with proteinase K is larger than that with trypsin.

The anisotropy changes inside the beads are larger in magnitude than those

seen outside, but the percent changes induced by enzyme action are smaller inside

the bead. This can be attributed to the presence of two distinct populations of

labeled BSA inside the bead. A significant fraction of the measured fluorescence

anisotropy arises from labeled BSA that remains attached to the bead. This subset

provides a high anisotropy that remains constant if not slightly increasing for all

times. Fragments that have already been cleaved and are no longer attached make

up the other fraction of the signal inside the bead. These fragments contribute a

lower anisotropy and are comprised of a distribution of fragment sizes.

The presence of at least two distinct fluorescent fragment populations inside

the bead as well as a high degree of labeling lead to some complicated behavior.

With both enzymes there is an initial decrease in the anisotropy that corresponds

exactly with an increase in intensity (Figure 5.2, C and D). This sharp drop in

anisotropy is probably a result of the first cleaved fragments coming off of the bead,

while the increase in intensity is most likely due to a reduction in quenching of the

fluorophore at high concentrations in the bead. Bodipy dyes are known to form
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Figure 5.2: Results of fluorescence anisotropy images for BSA-Bodipy labeled beads after the
addition of 15 mg/mL proteinase K and trypsin. The top images (A and B) show the 300 µm
square anisotropy maps acquired 10 minutes after addition of the enzymes. The 45 µm square
regions of interest inside and outside the beads are shown for each case. Results for the intensity
and fluorescence anisotropy inside (C) and outside (E) the bead for trypsin are shown at left.
The corresponding plots for proteinase K are shown in D and F. Data is presented from t = -1
minute (before enzyme was added) to t = 60 minutes after enzyme addition. Where omitted,
error bars are smaller than the symbol. Anisotropy data is shown only for time points where
fluorescence signal was sufficient for analysis.
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nonfluorescent dimers at high concentrations [31], and cleavage of the BSA into

smaller peptide chains would presumably separate some of these dimers and give

rise to an increase in intensity. Near the 2 minute time point with both enzymes

there is a decrease in total intensity that corresponds to an increase in anisotropy.

These changes are more rapid with proteinase K than with trypsin, consistent with

the differences in the activities of the two enzymes. The source of this transient

increase in anisotropy in the bead interior is most likely explained by a reduction in

resonance energy transfer (RET) occurring between adjacent Bodipy fluorophores

[32]. Because an acceptor’s emission dipole moment will in general not be collinear

with that of the RET donor, as RET decreases it becomes less likely that the

relative orientations of a donor-acceptor pair will rotate the polarization of the

emitted fluorescence and therefore decrease the anisotropy. An earlier onset of

the reduction in quenching as compared to reduction in homo-RET is expected

as the distances of action of the two are quite different. Whereas dimer formation

requires a separation of just a few angstroms, the Förster radius of Bodipy is

57Å [33]. Consequently, the effects of reduced quenching are observed first as

increased fluorescence intensity as the fluorophores are separated by cleavage. As

the separation between fragments grows larger, the reduction in RET is observed

as a transient increase in anisotropy. After the effects of quenching and RET

disappear, the intensity and anisotropy both decrease as the fragments diffuse out

of the beads.

Figure 5.2, E and F, displays data acquired from regions outside the beads.

Here, the anisotropy decreases much more rapidly initially with proteinase K than

with trypsin. Initial anisotropy values are also lower for proteinase K as a result
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of its more aggressive nature. In the time required to obtain the first anisotropy

map, the fluorescence anisotropy has already decreased more with the less specific

enzyme. Both enzymes demonstrate a decrease in r with time.

The trends observed with anisotropy in the medium outside the beads are

validated by the corresponding intensity measurements. At the time of enzyme

addition, the intensity in both cases is zero, with all of the Bodipy-BSA bound to

the bead. An increase in intensity follows as the fluorescently-labeled fragments

separate from the bead via enzymatic cleavage and diffuse into the surrounding

medium. The magnitude of the fluorescence intensity and the rate of intensity

increase with proteinase K are larger than that seen with trypsin. In the proteinase

K case, after the three minute time point the intensity outside of the beads falls as

fluorescent fragments cleaved from the beads diffuse out of the field of view into the

much greater volume of the surrounding agarose. This rapid diffusion of the small

fragments out of the region of interest probably leads to an underestimation of the

magnitude of the true change in anisotropy. The decrease in intensity outside of

the beads is not seen with trypsin, potentially because the slower rate of cleavage

from the bead tends to balance the effects of diffusion to yield a nearly constant

intensity after the 5 minute time point. The disparity in specificity between the

enzymes is consistent with these outcomes, as a larger source term inside the bead

would necessarily give rise to more product diffusing per given time outside the

bead and an earlier onset of depletion of fluorescence inside the bead.

It is important to note that the actual anisotropy outside the bead does not

depend on intensity as predicted from equation 1.12. The proteinase K image

yields an anisotropy that falls in conjunction with the intensity after the 8 minute
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time point. The trypsin case exhibits opposite behavior in that the anisotropy

decreases while the intensity makes positive and negative deviations from the

value observed at 10 minutes. It is clear, therefore, that we observe real changes

in anisotropy arising from enzyme activity.

Time-resolved lifetime and anisotropy

Since the effects of the fluorescence lifetime and rotational correlation time share

equal importance in determining the measured steady state anisotropy (equation

1.17), the effects of enzyme activity on both of these quantities must be under-

stood to properly interpret the results. Enzymatic cleavage of a labeled substrate

may lead to changes in the environment of the fluorophore to which it is attached

in addition to decreasing the size of the labeled fragments. Thus, it is possible that

a decrease in the fluorescence lifetime coupled with a decrease in rotational corre-

lation time could act together in such a way as to leave the measured steady state

anisotropy unchanged after digestion of the substrate. Conversely, an increase in

τ coupled with a decrease in τr could magnify the enzyme-induced steady state

anisotropy change and therefore make the technique more sensitive. Testing of

both of these effects independently is done effectively by making time-dependent

measurements of the fluorescence anisotropy and lifetime pre- and post-digestion.

By fitting the intensity and anisotropy decay curves, the fluorescence lifetime and

rotational correlation times pre- and post-digestion are determined.

Magic angle time-dependent fluorescence results are displayed in Figure 5.3A

with and without proteinase K. The fluorescence lifetime of the bound Bodipy-FL

shows a clear dependence on the state of the serum albumin. The lifetime of the
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Figure 5.3: Results of fluorescence lifetime and time resolved anisotropy measurements. (A)
Magic angle measurements of fluorescence lifetime in 0.28 mg/mL BSA-Bodipy before addition
of proteinase K and after one hour in the presence of 0.49 mg/mL proteinase K at 37◦ C.
(B) Anisotropy decay data acquired in the same sample is shown before and after enzymatic
digestion.
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Bodipy-BSA without enzyme present is fit best with a three term exponential

decay with an average lifetime of 1.34 ns. After one hour of enzyme action, the

observed average fluorescence lifetime increases more than four-fold to 5.98 ns

with a mono-exponential decay. These effects are presumably due to alteration of

nonradiative paths available to the Bodipy as the proteinase K acts, and are similar

to effects observed with FITC-labeled BSA [34]. Interestingly, the lifetime increase

drives the anisotropy lower than it would have been with rotational correlation

changes alone.

Figure 5.3B shows the time resolved anisotropy decay data associated with the

enzyme activity. Before enzyme addition, r(t) is fit with a three-term exponential

that yields 〈τr〉 = 1.13 ns. After digestion, the anisotropy decay becomes sim-

pler and more than a factor of four times more rapid with a bi-exponential decay

that yields 〈τr〉 = 0.27 ns, indicating digestion of the substrate. The presence of

the multi-exponential decay indicates that there is segmental motion of the fluo-

rophore in addition to larger scale rotation governed by the size of the polypeptide

to which it is bound.

Images of J774 BSA processing

Demonstration of enzyme activity imaging in a relevant biological system was ac-

complished with enzymatic digestion of Bodipy-BSA by J774 murine macrophages.

Images of a given field of view at any time point from 1 to 5 hours after incu-

bation with Bodipy-BSA-containing media display appreciable anisotropy varia-

tions. Both inter- and intracellular variations are observed at all time points, and

in extreme cases cells that are adjacent to one another display mean anisotropies
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differing by factors of 2 to 3. A representative image acquired at the 5 hour time

point is shown in Figure 5.4 that clearly indicates this heterogeneity.

Weaver et al. performed Western blot analyses and showed that anisotropy

changes observed in J774 cells using flow cytometry were attributable to pro-

teolytic degradation of FTIC-labeled BSA [23]. The anisotropy differences we

observe are therefore also likely attributable to proteolytic processing of the BSA.

Other information acquired from the images also indicates that this is the case. In

any given field of view we observe intercellular brightness differences that can vary

by factors of 3 or more. Weaver et al. attributed these intercellular brightness

variations to differences in the stage of BSA processing in the cells. They used a

FITC-labeled BSA as their probe, and they noted that there was an appreciable

increase in brightness upon digestion. We also observe an increase in brightness

of our Bodipy-BSA probe with enzymatic action, so we may be imaging the same

effect that Weaver et al. found in their flow cytometry measurements.

Analysis of the mean anisotropy across the entire population of cells at each

time point, however, does not yield any statistically significant anisotropy changes

in the J774 cells. Weaver et al. found an approximately 20% decrease in anisotropy

from 1 hour to 5 hours, so we had anticipated a similar change [23]. The nature

of imaging yields additional information about the intracellular processing of pro-

teins, but it is restricted to relatively small fields of view. It is therefore more

labor intensive to analyze the same number of cells with our imaging technique

compared to flow cytometry, an effect that was also mentioned by French et al. in

an imaging study of enzyme-induced fluorescence lifetime changes [34]. We had

approximately 2 orders of magnitude fewer cells in our imaging analysis than did
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Figure 5.4: Fluorescence anisotropy image and histograms from J774 cells incubated in media
containing Bodipy-BSA. The image was acquired over a 100 µm field of view with a 10×, 0.45
NA objective 5 hours after removal from the Bodipy-BSA-containing media. The plot displays
a histogram of the anisotropy in all pixels within cells 1 and 2 (indicated in the image). The
difference in anisotropy reflected by the color map in the image is unambiguously shown in the
plot, where the histograms indicate that the mean anisotropies for cell 1 and 2 were 0.20 and
0.08, respectively.
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Weaver et al. using flow cytometry, and given that their errors were significant

even for that quantity, the fact that we did not see an appreciable effect is not sur-

prising. Repeating the experiment with more cells would enable a more rigorous

comparison between the two sets of results.

5.4 Discussion

We have demonstrated the efficacy of confocal fluorescence polarization mi-

croscopy as a tool for imaging enzyme activity. The technique is robust for a wide

range of objective numerical apertures both on- and off-axis across reasonable

fields of view as shown in Chapter 2. At sufficiently high SNR, relative changes

in r less than 0.4% can be resolved, which is much smaller than differences we

observe in sepharose beads and in J774 cells.

Although the BSA-Bodipy construct served as an appropriate test substrate

for the experiments presented here, it was obviously not designed to measure the

activities of these particular enzymes. Interestingly however, this construct did

possess properties that contributed to its effectiveness. Specifically, the time-

resolved experiments showed that enzymatic digestion led to the anticipated re-

duction in τr with a simultaneous increase in τ . This increase resulted in a nearly

four-fold additional decrease in r than would have been observed had the lifetime

not changed and the r measurements relied solely on changes in τr. One could

therefore consider designing a specific probe utilizing the same basic principles

as exhibited by the BSA construct but tailored to optimize the technique. Ide-

ally these optimized probes would consist of a fluorescent portion attached to a
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fluorescently silent large molecule with a linker cleavable only by the particular

enzyme of interest. This approach increases the sensitivity of the measurement,

as there would be a single-valued large change in anisotropy for the fluorescent

products in contrast to the distribution of fragment sizes encountered with BSA.

There are a number of challenges associated with the use of fluorescence

anisotropy to image enzyme activity. Measuring anisotropy is particularly sen-

sitive to signal-to-noise issues, as expected from the operation involved in its

calculation (see equation 1.12). It is therefore necessary to be especially vigilant

in reducing instrumental noise when adopting this technique. With an apprecia-

ble signal-to-noise ratio, however, the relative errors in anisotropy can be reduced

to under 0.4% as shown in Figure 2.4. A related challenge is the dilution of the

anisotropy change in a pixel that results from the diffusion of the small, cleaved

fluorescent fragments. With cleavage of the substrate, the smaller products tend

to diffuse away faster than the larger, intact fragments, yielding a higher measured

anisotropy than would be reported in the absence of diffusion. It is interesting to

consider alternative constructs that would allow changes in anisotropy to occur

without the creation of a freely diffusible fluorescent moiety. Finally, it is impor-

tant in practical use to consider effects of highly labeled substrates for use as a

probe. As demonstrated in Figure 5.2, C and D, substrates which have a high

degree of labeling can yield complicated results that could obscure anisotropy

changes due to enzyme activity. Specifically, a high degree of labeling could pro-

duce an initial increase in fluorescence anisotropy with enzyme activity rather

than the anticipated decrease. At longer times the anisotropy will likely drop as

shown in Figure 5.2, however. If it is suspected that these effects are occurring,
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there may be corresponding intensity changes indicating that the substrate is too

highly labeled, as observed in the complicated behavior at early times displayed in

Figure 5.2. It will therefore be important in practice to use constructs with appro-

priate labeling to circumvent the confounding effects of RET and/or quenching,

depending on the fluorophore utilized.

As discussed in Chapter 2, the artificial lowering of observed anisotropy by high

NA objectives places limits on spatial resolution when accurate anisotropy values

are required for enzyme activity imaging. However, even numerical apertures that

cause depolarization could in principle be used in situations where detecting only

relative anisotropy differences is important. The absolute anisotropy changes will

not be as large as with a lower numerical aperture lens, but the optical resolution

will of course be increased. As with any measurement, these trade offs between

accuracy in the anisotropy determination and image resolution must be resolved

on a case-by-case basis.

Experiments performed with J774 cells indicate that the imaging technique

can readily image cellular variations in anisotropy due to proteolytic process-

ing of enzyme constructs. Our results are similar to those of Weaver et al. in

flow cytometry, which leads us to believe our imaging technique is performing

well. The analysis presented here indicates that analyzing protein processing by

macrophages is effectively performed on a per-cell basis in flow cytometry, as in-

tercellular anisotropy variations are more significant that intracellular variations.

The efficacy of the imaging technique is a promising result, because the ultimate

use will be in excised tissue or in vivo where microscopic variations in enzyme

activity may be important. It is the hope that such images will yield very early
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information about the nature of a particular lesion and what treatment strategies

are most appropriate.

With technical challenges met and constraints appreciated, steady-state fluo-

rescence anisotropy as an enzyme imaging modality has many attractive features.

Modifications to a conventional confocal microscope that are necessary to im-

plement the technique are relatively straightforward and involve few additional

components. We were able to upgrade our confocal fluorescence microscope to

perform polarization imaging with the incorporation of a linear polarizer, polar-

izing beamsplitter and one additional photomultiplier tube. Second, unlike the

quenched probes of enzyme activity that are optically silent until the enzyme acts,

probes based on anisotropy are always fluorescent, enabling the distribution of the

probe in a complex sample to be determined with no additional measurements.

This feature, which is also addressed by the two-color quenched probe constructs

introduced recently by McIntyre et al. [18], removes an important potential am-

biguity in cases where no signal is detected from a quenched probe of enzyme

activity. A related point is that the determination of the mean r is inherently

insensitive to fluorescence intensity, subject to the constraint that there is abun-

dant signal available. As a result, a measurement of enzyme activity based on

anisotropy is insensitive to inhomogeneities in construct distribution within the

sample, even though these will be apparent through the inherently fluorescent

nature of the substrate. Finally, as a result of the simultaneous two-channel de-

tection scheme, the anisotropy images require the same acquisition time as a single

intensity image. Rapid image acquisition on the order of seconds enables time-

dependent processes to be sampled several times per minute. The most obvious
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benefit, however, is that this assay of enzyme activity is an imaging technique.

This allows spatiotemporal sequences to be assembled that not only positively

identify the presence of an enzyme, but that can ideally map the influence of an

enzyme on a subcellular length scale.
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Chapter 6

Future Directions and Other
Applications

Previous chapters have been devoted to exploring the limits of confocal flu-

orescence polarization microscopy in scattering media and to introducing a new

technique for imaging enzyme activity with fluorescence anisotropy. In this chap-

ter we discuss our work on other promising applications for anisotropy imaging

that have the potential to add significantly to fields in which they apply. First

we discuss a technique for discriminating contaminating cellular autofluorescence

from signals of interest by exploiting differences in anisotropy. We also describe

work our group has undertaken to image the polarization of fluorescence emitted

from photodynamic therapy (PDT) agents in cells. Application of polarization

to this regime has proven to yield information not accessible to conventional flu-

orescence imaging. Finally, we revisit the application of anisotropy imaging to

enzyme activity by exploring two areas of future investigation. The first is the

design of new exogenously applied anisotropy constructs that are specific in their

response to a particular enzyme. We also propose a potentially powerful method

for imaging enzyme activity that is based on images of bright autofluorescence.



6.1. DISCRIMINATING AGAINST AUTOFLUORESCENCE 147

In the future this may be a useful tool in understanding the roles enzymes play

in cancer progression.

6.1 Discriminating against autofluorescence

Under ideal conditions in fluorescence imaging of exogenous labels, autofluores-

cence is sufficiently dim compared with targets of interest that it is possible to

ignore the autofluorescence altogether. In certain tissue types and especially

when exciting with shorter excitation wavelengths, however, autofluorescence can

be comparable in intensity to the signal of interest and yield compromised im-

ages. There are various strategies for coping with this problem, including shifting

the excitation wavelength to excite autofluorescence less efficiently, increasing the

brightness of the target, or switching to longer wavelength emitters that do not

spectrally overlap with the autofluorescence. Often switching excitation wave-

lengths is not possible as filter cubes and laser sources are somewhat inflexible,

and increasing the labeling on targets is not always feasible. Utilizing fluorophores

with red-shifted peaks is effective, but this often requires sacrificing the highly

valuable green spectral region that encompasses emission from such widely used

fluorophores as green fluorescent protein (GFP) and fluorescein.

Fluorescence polarization imaging offers a potential solution to this problem

for cases in which the target and autofluorescence have much different anisotropies.

This approach avoids the spectral overlap issue, as anisotropy relies only on differ-

ences in the ratio of fluorescence lifetime to rotational correlation time (see equa-

tion 1.17). There are two particularly compelling fluorescence labeling schemes

for which exploiting differences in r is appealing: GFP and fluorescently-labeled
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antibodies. The fluorescence lifetime and rotational correlation time of GFP yield

a high value for r in the range 0.275-0.325 [1–3]. For cases in which r for the

background is low, this approach has been shown to be effective in discriminat-

ing GFP from autofluorescence in the context of microplate readers by Knight et

al. [2]. For fluorescently-labeled antibodies a high anisotropy is also expected,

the magnitude of which depends on the fluorescence lifetime of the fluorophore

and molecular weight of the antibody. As an example, consider immunoglobulin

G (IgG) labeled with fluorescein. IgG has a molecular weight of 150 kDa [4],

and fluorescein has a fluorescence lifetime of approximately 4 ns [5], so equation

1.17 predicts that IgG labeled with fluorescein should yield r ≈ 0.36. In cases

where the background autofluorescence anisotropy is low, this high number will

be readily apparent in anisotropy maps.

In order to demonstrate the promise of the technique in the context of confocal

imaging, we used the approach to discriminate GFP from fluorescein. EMT6 cells

were transfected with DNA for GFP under the control of the cytomegalovirus

(CMV) promoter, which results in high levels of GFP throughout most of the cell.

Fluorescein, whose absorption and emission spectra are similar to those of GFP

but with an anisotropy of approximately 0.008, was dissolved into the extracel-

lular medium. A conventional confocal fluorescence image of the cell monolayer

is shown in Figure 6.1A. Intense fluorescence from the fluorescein solution ob-

scures the intracellular GFP fluorescence, but an image exploiting the difference

in anisotropies should separate the contributions of these two species. Such an

image is shown in Figure 6.1B, which is computed from the subtraction I‖ − I⊥.

Since fluorescein has a low anisotropy, I‖ and I⊥ are approximately equal and
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Figure 6.1: Polarization-sensitive imaging discriminates between two fluorophores with similar
emission spectra but different anisotropies. GFP-expressing EMT6 cells were immersed in media
containing 0.4 µg/mL fluorescein. The conventional confocal fluorescence image is shown in A.
Subtraction of I‖ − I⊥ yields the image shown in B, where we exploit the large difference in
anisotropy between GFP and fluorescein to discriminate against the fluorescein signal. The
anisotropy map derived from the polarization-sensitive images is shown in C. Images are 100 ×
100 µm.
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extracellular pixels containing fluorescein are near zero after subtraction. This is

not true for pixels containing GFP, as I‖ > I⊥, and appreciable signal is left after

subtraction. The anisotropy map in Figure 6.1C demonstrates regions of high

intracellular anisotropy (r ≈ 0.3), and extracellular anisotropies close to zero as

anticipated for fluorescein.

6.2 Photosensitizer anisotropy imaging

The efficacy of PDT sensitizers is dependent on a number of factors including

the intracellular localization of the drug [6]. Since anisotropy imaging reveals

information about the drug distribution and its local environment, we applied

the technique to investigate the distribution of meta-tetrahydroxyphenylchlorin

(mTHPC), a potent PDT agent.

Confocal fluorescence images of EMT6 cells incubated with 5 µg/mL mTHPC

for 24 hours are shown in Figure 6.2. The conventional confocal image (λex = 514

nm) shows localization of the bright photosensitizer fluorescence in the region sur-

rounding the cell nucleus, which is dark due to dye exclusion (Figure 6.2A). This

distribution is consistent with earlier studies indicating that mTHPC localizes in

the golgi apparatus and endoplasmic reticulum [7, 8]. Figure 6.2B contains an

anisotropy map computed from the two polarizations that exhibits a pattern of

high negative to high positive anisotropy as the nuclear envelope is traversed. This

pattern is the signature of restricted rotational motion of fluorophores oriented in

membranes, and it is very similar to images acquired by Axelrod and Blackman

et al. in erythrocyte ghosts [9, 10]. We interpret this pattern as originating from
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Figure 6.2: Anisotropy image of an EMT6 cell monolayer incubated with 5 µg/ml mTHPC for
24 hours. A conventional confocal fluorescence image of the drug localization in viable cells is
shown in A. The anisotropy map computed from the polarization-sensitive images shown in B
is consistent with the orientation of dye in the nuclear envelope. Images are 40 × 40 µm.
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mTHPC molecules orienting in the nuclear envelope, a conclusion that could not

be drawn from the intensity image alone.

Future studies are necessary to determine if this property is unique to mTHPC

or if it occurs in other sensitizers as well. It will also be interesting to determine if

other properties of PDT agents are accessible from the magnitude of the measured

anisotropy.

6.3 Enzyme activity imaging: future directions

Specific construct design

In Chapter 5 proof-of-principle experiments were shown demonstrating the ability

of confocal fluorescence polarization microscopy to image enzyme activity through

the use of fluorescently-labeled constructs. Bodipy labeled bovine serum albu-

min (BSA) was used as the substrate in these studies because of the commercial

availability of Bodipy-BSA and the fact that Bodipy is particularly insensitive to

environmental changes that complicate polarization measurements [11]. BSA is

not a particularly compelling substrate for general use, however, as it is cleaved

by a host of enzymes at numerous locations. It is therefore advantageous to have

a probe that is specific for a particular enzyme of interest.

We have undertaken the task of developing specific constructs in collaboration

with Dr. Samuel Achilefu at Washington University. The first such construct is

based upon the amino acid sequence that is the substrate for prostate specific anti-

gen (PSA), namely Ala-His-Ser-Lys-Leu-Gln-Gly [12]. The current implementa-

tion of the construct design attaches Bodipy-FL to a polyamidoamine (PAMAM)
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generation 5 dendrimer (Part number 53,670-9, Sigma-Aldrich, St. Louis, MO)

with a linker that is the aforementioned sequence for PSA.

We anticipate that the action of PSA will yield a large decrease in anisotropy

as the relatively small Bodipy-FL molecule (mol. wt. 292) is cleaved from the

dendrimer (mol. wt. 28,825). From experiments with Bodipy-BSA in Chapter 5,

we estimate the fundamental anisotropy of Bodipy-FL to be r0=0.3 and τr for the

free Bodipy to be approximately 200 ps. A rule of thumb for rotational correlation

time of globular proteins is 1 ns for every 2,400 daltons of molecular weight [13].

Applying this approximation to our dendrimer construct yields τr=12 ns for our

spherical generation 5 dendrimer. Through application of equation 1.17 we can

estimate that the activity of PSA will yield a 20-fold decrease in anisotropy from

0.2 to 0.01. This assumes that the fluorescence lifetime of Bodipy does not change

upon binding to the dendrimer, but our experience with BSA leads us to believe

that a change may occur. If the lifetime of Bodipy decreases in the bound state,

the pre-enzyme anisotropy will tend toward the r0 value of 0.3 and will result in

an amplification of the enzyme-induced anisotropy change.

Initial experiments will proceed in fluid solution in a fluorometer, and subse-

quent studies will be performed with images of cell monolayers. Eventually we

anticipate implementing anisotropy imaging in vivo if the in vitro experiments

are promising. Dendrimers have been shown to have many potential biologi-

cal applications including drug delivery, as anti-viral and anti-bacterial agents,

gene therapy, and PDT among others [14–16]. It is therefore possible that this

dendrimer-based construct could be used in the future for in vivo studies.

It is also interesting to consider alternative methods for attaching the flu-
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orophore to the dendrimer. The approach proposed above results in Bodipy

molecules that are free to diffuse away from the dendrimer after the amino acid

linker is cleaved. This can lead to problems acquiring sufficient signal in images

as the cleaved product carrying information about the enzyme is rapidly lost to

diffusion. A solution to this problem is to attach the fluorophore at two locations

to the dendrimer. One of these linkers is a substrate for a particular enzyme, and

the other linker is unaffected by the presence of enzyme. After the enzyme-specific

linker is cleaved, the fluorophore is therefore still tethered to the large molecule

but it yields a lower anisotropy as it experiences segmental motion about the

remaining bond.

Anisotropy imaging of autofluorescence

The previous section and Chapter 5 were both devoted to enzyme imaging via

application of exogenous enzyme-sensitive probes. This approach is very valuable

and allows probing of specific enzyme activity, but there is an alternative strategy

available to fluorescence polarization imaging that is not available with other

techniques.

As discussed in section 5.1, metastasis involves classes of enzymes that act on

the extracellular matrix, and molecular targets that yield information about their

action are therefore potentially very powerful early diagnostic tools. Approaches

taken thus far have concentrated on observing changes in exogenous probes as

acted on by enzymes. Anisotropy imaging offers a potentially more powerful

approach based on imaging the endogenous fluorescent substrates (extracellular

matrix) targeted by these enzymes. Degradation of the extracellular matrix may
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be visible in anisotropy images if the autofluorescence of the matrix is bright

enough to yield useful images, and this therefore avoids the exogenous approach

altogether.

Along these lines, we imaged a field from a freshly excised näıve mouse lung

that was selected due to its inherently bright autofluorescence. The image acquired

on our confocal microscope with 488 nm excitation light and a 500 nm long-pass

filter is shown in Figure 6.3. It is apparent from the intensity and anisotropy

images that the signal from fresh lung is bright and appears to follow the pattern

expected from collagen in the extracellular matrix (Patricia Sime, personal com-

munication). More importantly, the anisotropy in this matrix is quite high and is

readily imaged. It is therefore possible that degradation of extracellular matrix

components will lead to lower fluorescence anisotropies and this could therefore

be an early reporter of metastasis. Further work to determine the feasibility of

this approach is required, but it holds promise as a technique for mapping enzyme

activity on the native substrate in vivo.
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Figure 6.3: Conventional fluorescence image (A) and anisotropy image (B) of freshly excised
mouse lung without any exogenous labeling. The fluorescence intensity is abundant with 488
nm excitation, and the fluorescence anisotropy in the bright extracellular matrix structures is
quite high. Images are 500 × 500 µm fields of view acquired with the 10×, 0.45 NA objective
and 488 nm excitation.
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Appendix A

Stokes Vectors

A.1 Stokes vector parameters

Stokes vectors are an effective approach to describing unpolarized, partially polar-

ized, or completely polarized light. They are valuable because they can describe

properties of unmeasurable electric fields in terms of experimentally accessible

intensities. The Stokes vector, S, consists of four parameters, I, Q, U , and V

arranged into a column such that

S =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

I

Q

U

V

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (A.1)

In practice, the Stokes parameters can be determined with four measurements

involving a linear polarizer and a quarter wave plate [1].
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The explicit form of each parameter in equation A.1 is found from considering

a plane wave incident on a detector. The electric field of the plane wave can be

written as a superposition of two fields polarized along two orthogonal directions

e‖ and e⊥ according to [2, section 2.11.1]

E (t) = E‖ e−i(ωt−kz) e‖ + E⊥e−i(ωt−kz) e⊥, (A.2)

where

E‖ = a‖e
−iδ‖ and E⊥ = a⊥e

−iδ⊥ . (A.3)

In equation A.3 the δ variables represent the phase of each component and the a

values are electric field amplitudes.

I and Q are determined by measuring two intensities through a linear polarizer

oriented along the basis vectors e‖ and e⊥. I is the total intensity of the wave

given by

I = E‖E∗
‖ + E⊥E∗

⊥ = I‖ + I⊥ = a2
‖ + a2

⊥ , (A.4)

where I‖ and I⊥ are the intensities measured with the polarizer oriented along

e‖ and e⊥, respectively. Q derives from the same measurements as I, but it is

determined by the difference between the two intensities, namely

Q = E‖E∗
‖ − E⊥E∗

⊥ = I‖ − I⊥ = a2
‖ − a2

⊥ , (A.5)

U also arises from linear polarization measurements, but in this case the po-

larizer is oriented along axes rotated +45◦ (e+) or −45◦ (e−) with respect to e‖.
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From these two measurements, U is calculated with

U = E‖E∗
⊥ + E⊥E∗

‖ = I+ − I− = 2a‖a⊥ cos δ, (A.6)

where δ = δ‖ − δ⊥ and I+ and I− are the intensities measured along e+ and e−.

Determination of V differs from the other parameters in that it relies on de-

composing the plane wave into left and right circularly polarized light rather than

two orthogonal linear polarizations. The corresponding right and left basis vectors

are e
R

and e
L
, respectively, and with these V is calculated according to

V = i
(
E‖E∗

⊥ + E⊥E∗
‖
)

= IR − IL = 2a‖a⊥ sin δ. (A.7)

Table A.1 contains Stokes vectors for several of the most basic polarization

states derived from equations A.4-A.7.

Linear polarization Circular polarization
S → (0◦) ↑ (90◦) ↖ (+45◦) ↗ (−45◦) � (right) � (left)

I 1 1 1 1 1 1

Q 1 -1 0 0 0 0

U 0 0 1 -1 0 0

V 0 0 0 0 1 -1

Table A.1: Stokes vectors for selected polarization states.
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Appendix B

Special Cases for Mueller

Matrices at Interfaces

Equations 3.12-3.14 represent the general case for light incident on a dielectric

interface. Normal incidence and total internal reflection are two special cases for

which simplifications can be made that speed up computation.

B.1 Normal incidence

For normal incidence, small angle approximations for the terms in Mr and Mt as

well as Snell’s law yield [1]

Mr =

(
nt − ni

nt + ni

)2

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(B.1)
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and

Mt =
nt

ni

4(
nt

ni
+ 1

)2

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (B.2)

B.2 Total internal reflection

In cases where the incident angle exceeds the critical angle, a Mueller matrix for

total internal reflection (TIR) must be applied. This situation occurs most often

at the glass-air interface for the coverslip, but it also occurs in other regions where

the refractive index increases across a boundary (in the fluorescent bar of Chapters

2 and 4, for example). The Mueller matrix for total internal reflection is [1]

MTIR =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0

0 1 0 0

0 0 cos δ − sin δ

0 0 sin δ cos δ

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (B.3)

where δ is given by

δ = 2 tan−1

⎛
⎝−

η cos θi

√
sin2 θi

η2 − 1

sin2 θi

⎞
⎠ . (B.4)
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