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Abstract

Noninvasive measurement of tissue optical properties has become an area of
increasing interest in recent years. Because such measurements have the potential to
provide a wide range of clinically useful information, techniques for determining tissue
optical properties from straightforward measurements are of considerable importance.

In this thesis, the diffusion approximation to the radiative transport equation
is applied to radially-resolved measurements of the reflectance emitted from highly
geattering media interrogated by a normally-incident pencil beam. Solutions to the
photo-diffusion equation are considered which express the reflectance as a function of
the tissue absorption and transport scattering coefficients. The expressions are then
fitted to measured reflectance data in order fo extract these optical properties as fitting
parameters. The expressions are evaluated through a series of Monte Carlo
experiments.

The design and testing of a steady-state reflectance spectrometer is deseribed,
and it is demonstrated that the diffusion-theory solutions can be used to determine
absorption and scattering coefficients of turbid media from experimental reflectance
data to accuracies of 10% or better when medium optical properties are within the
regime of validity of the diffusion approximation. These techniques are applied to
studies of tissume-simulating phantoms containing human red blood cells and to
measurements of the hemoglobin oxygenation status of subcutaneous rodent mammary
tumors,

Optical diffusion theory is only valid when the tissue transport scattering
coefficient is much greater than the absorption coefficient. In cases where absorption

and scattering are comparable in magnitude, new theoretical models are needed for



ix
accurate quantitation of optical properties. The P, approximation to the radiative
transport equation is used to develop such a model. Approximate P; boundary
conditions for semi-infinite media are derived, and a simple model of optical beams
suitable for small source-detector separations is proposed. It is demonstrated that the
resulting reflectance expressions can be used to accurately extract optical properties
from experimental measurements of media with transport albedos as small as 0.59, a
value which is typical of tissue in the visible region of the spectrum. The potential for
reflectance spectroscopy in the visible to provide information about mitechondrial
cytochrome oxidation status is assessed experimentally.

Finally, a steady-state technigue for localizing buried sources of lnminescence
is developed, and it is shown that the method determines the depth of a buried
spherical fluorescent bulb to 1 mm accuracy for source depths as large as 40 mm. A
sensitivity analysis is performed to investigate the stability of the technique with
respect to errors in initial estimates of the medium optical properties. The eorrupting
effects of nonspecifically localized lumiphore are considered theoretically, and limits are
placed on the effective optical contrast required for practical implementation of the

technigue.
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CHAPTER 1. INTRODUCTION AND OVERVIEW 1

CHAPTER 1

Introduction and Overview

1.1 Abrief introduction to tissue optical properties

In recent years, substantial theoretical and experimental efforts have been directed
toward development of accurate, noninvasive techniques for measurement of tissue
optical properties. A relatively recent review of optical methods in biology has been
published by Chance {1]. Optical properties frequently of interest include the tissue
absorption (11,) and scattering (p,) coefficients and the scattering anisotropy (g) [2,3],
which is defined as the average cosine of the scattering angle. Because the scattering
crogs section of most tissues is tens (A~400 nm) to thousands (A= 800 nm) of times larger
than the absorption cross section, noninvasive and quantitatively accurate spectroscopy
of thick tissues remains a chalienging problem. Such measurements have the potential,
however, {0 provide important diagnostic information such as hemoglobin oxygenation
status (4], blood glucose level [5,6], concentrations of exogenously administered drugs
such as sensitizers used in photodynamic therapy [7,8], and the concentration and
oxidation status of several other important endogenous chromophores [9 — 11]. Low-
resolution tomographic imaging of tissue optical properties has also become a field of
intense interest. Many researchers are presently working toward near-infrared (NIR)
optical tomography of the breast (12} and brain [13]. Such imageé have the potential

to provide early detection of hematoma (brain) and cancer (breast), as well as relatively
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inexpensive functional imaging [14].

1.1.1 Tissue scattering

The seattering properties of a wide variety of {issue samples havebeen studied by many
researchers using an assortment of measurement techniques. Reference [3] provides
an extensive table of such measureﬁaents. One example is provided in Figure 1.1,
which depicts measurements by Parsa et al. [15] of the scattering coefficient (upper
panel) and the scattering anisotropy (lower panel) of rat liver in the 350 nm~2.2 pm
wavelength range. The authors used an inverse adding-doubling algorithm [16} in
conjunction with measurements of the total diffuse reflectance, diffuse transmittance,
and collimated transmittance obtained with a single integrating sphere. The figure
depicts the average of measurements from 11 different thin tissue sections. The
magnitude of the scattering coefficient is one notable feature; in the visible and NIR
spectral regions, 1, ranges from approximately 17 mm* (A=500 nm) to 7 mm™* (A=1000
nm). These values are typical of those reported for a wide variety of tissue types. For
nearly all sampled wavelengths, the scattering anisotropy is in the range 0.8<g<0.9,
indicating that scattering is predominantly forward-directed. This is also
representative of many tissues.

The exact origin of the scattering properties of tissues remains a topic of current
research [17], but it is generally agreed that mitochondria are one of the most
significant scattering centers in many mammalian tissues. Mitochondria are the
cellular organelles responsible for the production of ATP, and are typically ellipsoidal
in shape, having major and minor axis lengths on the order of 1 um and 0.5 pm {18].
Beauvoit et al. measured the reduced scattering coefficient of several transplantable

rodent tumors and normal tissues by time-domain transmission spectroscopy and found
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a strong correlation between the magnitude of u,’ and the mitochondrial protein content
of these tissues [19). This was particularly true for liver and brain, tissues which are
rich in mitochondria.

The size of {issue scatterers can be roughly estimated by the wavelength
dependence of the tissue scattering coefficient. In the case of Rayleigh scattering,
which holds in the limit of scatterer sizes much smaller than an optical wavelength,
n,(A) exhibits a A" dependence. As the scatterer size increases, the wavelength
dependence of the scattering coefficient becomes less pronounced; for refractive index
mismatches relevant to biological tissue, y1.'(A) is approximately proportional to A7 for
0.2 pm-diameter scatterers and to 1% for 1.0 pm-diameter scatterers, as calculated by
Mie scattering theory [20]. Using this type of analysis, Nilsson et al. found that
effective scatierer sizes in liver were consistent with mitochondria being the dominant
scatterer {21].

Although mitochondria are im portant tissue scattering centers, other structures
can also serve as efficient optical scatterers. For example, Saidi et al. have
demonstrated that, in neonatal skin, the optical scattering coefficient correlates with
the size and density of collagen fibers [22]. These authors demonstrated that the
scattering coefficient of neonatal skin could be modeled effectively by the superi)osition
of a term computed by Mie theory for cylindrical scatterers having a size and number
density comparable to that of the tissue collagen fibers and a second term accounting
for the presence of Rayleigh scattering. Another elegant study by Perelman et al. found
that a small fraction of the light reflected by epithelial tissues in the visible and near-
infrared exhibits a wavelength-dependent amplitude periodicity [23]. They
demonstrated that this periodic structure originates from back-reflection by cell nuclei,

and were able to infer the distribution of nuclear sizes by analyzing the wavelength
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dependence of this reflectance signal.

The angular dependence of tissue scatiering is also an important issue. Figure
1.2 illustrates measurements by Marchesini et al. [24] of the normalized scattering
phase function of excised samples of human liver, lung, and uferine smooth muscle.
The scattering phase function P(cos 8) is a probability density function which describes
the probability for an incident photon to scatter through a deflection angle between @
and 6 + d6. For all tissues depicted in this plot, it is evident that the scattering is very
forward-directed. The average cosine of the scatiering angle is in the range of 0,84
(liver) to 0.88 (lung). This highly anisotropic, forward-directed scattering is again
consistent with the hypothesis that the primary seatterers are structures such as
mitochondria, which have a size_on the order of an optical wavelength. Another
interesting feature of this plot is the gradual increase in the scattering probability for
82110°. This positive slope at large values of 8 suggests the contribution of a cos*(0)
term to the phase function, a functional form that is associated with Rayleigh

scatiering,

1.1,2 Tissue absorption

The absorption coefficient of tissue is dominated by hemoglobin in the wvisible
wavelength range and by hemoglobin and water in the near infrared (NIR). Figure 1.3
llustrates the absorption spectra of oxyhemoglobin, deoxyhemoglobin and water in
these spectral regions. The near IR hemoglobin spectra are from Wray et al. {25], the
visible hemoglobin spectra are from Zijlstra et al. [26], and the water spectrum is from
Kou et al. {27]. The magnitudes of the abgorption coefficients assume a hemoglobin
concentration of 50 pM and an 80% volume fraction of water. Several interesting

features are evident, including the well-known fact that the absorption spectrum of
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Figure 1.2 Scattering phase functions (P{cos 8)) of excised human liver {upper
panel), lung (center panel), and uterine smooth muscle (bottom panel). The phase
function is a probability density function describing the probability for a photon to
scatter through a deflection angle between € and 8 + d8. Each experimental data set
has been fitted to a normalized sum of two Henyey-Greenstein (g, ;) phase functions.
The argument of g,  is the scatiering anisotropy. Data are from Marchesini et al, [24],
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hemoglobin changes dramatically upon binding of oxygen. This spectral shift is the
basis for optical hemoglobin oximetry. In addition, a pronounced “valley” exists
between the absorption bands of hemoglobin which dominate the visible wavelengths
and the near IR absorption bands of water. This region of low absorption around 650
nm<i<830 nm has been called the “therapeutic window,” because light in this
wavelength range can penetrate on the order of centimeters info tissue. This
wavelength region is commonly exploited in applications which are based on optical
diffusion theory. Finally, it is important to note the magnitude of the absorption
coefficient relative to the magnitude of the scattering coefficient in the visible and near
IR. The fact that p, dominates p, by a factor of ~1000 in the near IR is the basis for
optical diffusion theory, which is presenied in detail in Chapter 2. In the visible, p_is
typically on the order of 20 times p,, and diffusion theory does not apply.

While hemoglobin and water are the principal absorbers in tissue, there are
other inferesting chromophores which contribute to the tissue absorption spectrum.
Mitochondrial cytochromes, for example, exhibit absorption spectra which are sensitive
to their oxidation status and can potentially provide a wealth of information about the
local celhular environment [18,28]. In fact, Jobsis, who is generally regarded as the
founder of near IR spectrophotometry of tissue, identified hemoglobin and eytochrome
aay as the principal absorbers in reflectance spectra of cat brain [29]. Fat also provides
anear IR absorption signal which is significant for some tissues, particularly the breast

[301.
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Figurel.3  Absorptionspectra of hemoglobin and water typical of tissue in the visible
{upper panel) and near-IR {lower panel). The hemoglobin absorption coefficients were
calculated by assuming a concentration of 50 uM, and the water spectrum was
computed assuming 80% water by volume. Hemoglobin spectra are from Wray et al

[25] (near IR), and Zijlstra et al. [26]. The water spectrum is from Kou et al. [27].
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1.2 Overview of the thesis

In Chapter 2, the theoretical framework of light transport in tissue is presented in the
context of the Py approximation to the radiative transport equation. The derivation of
the theory of opiical diffusion and associated boundary conditions is an outline of work
done by others andis esgential fora thordugh understanding of the remaining chapters.
The derivation of the Green’s function for the iransport equation in the P,
approximation and the associated boundary conditions, reflectance expressions, and
dipole beam representation is work which is original to this thesis.

In Chapter 3, the P, and diffusion theory reflectance expressions derived in
Chapter 2 are fitted to Monte Carlo simulated data in order to assess the range of
validity of the various theoretical expressions and the accuracy of {issue optical
properties which are extracted as fitting parameters. The design, implementation, and
tegting of a diffuse reflectance spectrometer is also described, and the instrument is
used to perform quantitative spectroscopy of highly scattering fissue-simulating
phantoms. Portions of Chapter 3 have been previously published 131,321, and joint
authorship with M.G. Nichols and T.H. Foster is gratefully acknowledged. In addition,
portions of Section 3.4.1 appeared in Dr. Nichols’s PhD thesis {33].

Chapter 4 presents experiments which test the accuracy and validity of
hemoglobin spectroscopy performed with the instrument described in Chapter 3. An
analysis of the proper basis spectra for near-IR hemoglobin oximetry is presented, and
it is demonstrated that the spectroscopic techniques developed in Chapters 2 and 3 can
be implemented to give quantitatively accurate hemoglobin absorption spectra. An
analysis technique is developed which facilitates hemoglobin spectroscopy in the

presence of weakly absorbing but uncharacterized absorbing species. The contents of
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Chapter 4 have been published {311];joint authorship with M.G. Nichols and T.H. Foster
is again acknowledged.

In Chapter 5, the analysis techniques developed in Chapter 4 are applied to in-
vivo measurements of hemoglobin oxygenation status in a subcutaneous rodent tumor
model. The effects of inspired carbogen (6% CO,, 95% O,) on the measured hemoglobin
oxygen saturation and total hemoglobin concentration are studied, and it is
demonstrated that carbogen inhalation results in a general elevation of hemoglobin
saturation in the R3230AC tumor line used in this study. The contents of Chapter §
have been published (34} with D. Conover and T.H. Foster as co-authors,

In Chapter 6, the diffusion-theory Green’s function developed in Chapter 2 is
implemented in a slightly different context. The expression is recast to express the
emittance from a luminescent point source buried in scattering medium, This
expression is fit to experimental measurements of the emitiance from a spherical
flucrescent inhomogeneity to reconstruct the depth of the inclusion and the effective
attenuation coefficient of the scattering medium. These experiments were designed to
test the ability of a steady-state technique to accurately localize sources of fluorescence
and/or phosphorescence is deep tissues. An analysis of the sensitivity of the technique
to the medium optical properties is presented. The corrupting effects of nonspecifically
localized lumiphore are also considered, and suggestions are made with regard to
potential future applications of this technique. With the exception of Section 6.5, the
contents of Chapter 6 have also been published [35], and co-authorship with M.G.

Nichols and T.H. Foster is once again gratefully acknowledged.
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CHAPTER 2

Radiative Transport Theory: the Diffusion, P,, and P,

Approximations

2.1 The transport equation and the P, approximation

A widely-accepted theoretical description of light propagation in biclogical tissuesis the
Boltzmann transport equation [1,2], which describes the transport of Lght in a
homogenecus scattering and absorbing system:

10Lrse) |
¢ 3f

-VIrsHé - pLrgt + u f LrsHfEsHdQ + 8w sty @1
e
where L 1s the radiance at position r in direction § at time t, with dimensions of power
per unit area per unif solid angle, and ¢ is the speed of light in the scattering medium.
The scattering coefficient p, has dimensions of inverse length and is equal to the
scattering cross section of an individual scatterer multiplied by the volume density of
seatierers. The scattering mean free pathlength is given by the inverse of i1, The total
interaction coefficient y, is given by the sum of the scattering and absorption
coefficients (1, = 1, + 1), and the scattering phase function f($,¢") is a probability
density funetion describing the probability for a photon traveling in direction §’ to
scatter into direction §. The source distribution is represented by S(ré4,f), and has

dimensions of power per unit volume per unit solid angle. The transport equationisa
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conservation equation for the radiance at any given volume element of phase space
located at position r and observed from direction £, The ferm on the left hand side
represents the time rate of change of the radiance, and the right hand side describes
the processes which can result in a decrease (flux along the direction §, absorption
within the volume element, or scatiering out of direction §) or increase (scattering into
direction § from any other direction £’ or the introduction of photons by sources} in the
radiance. The transport equation is a heuristic description of light transport, treating
photons as particles undergoing random elastie collisions or absorption events.
Coherence and polarization effects are ignored in this representation of the equation
of transport.

Because it is difficult to obtain analytic solutions fo this integro-differential
equation except for the most straightforward geometries and source distributions, such
as infinite media and plane wave illumination, various strategies have been developed
for arriving at approximate solutions. The Py approximation is one standard technique.
The outline of the P, approximation presented here has been adapted from several
sources, primarily Ishimaru {1], Case and Zweifel [2], Davison {31 and Boas [4]. In the
Py approximation, the angular quantities in Equation 2.1 are expanded in spherical

harmonies Y,,. The radiance and source terms are expanded as:

Liréf) = L 20+ 1 .
Fsn =33 $yp (1Y (5 (2.2)
£=0 mo-i 4

and

2 20 5 1
SwsH =3, 3, O Y, (8) (2.3)
10 mend 4w

where ¢, and 0;,, are the moments of the radiance and source distribution, respectively.
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The ¢, and ¢, are related to two more familiar quantities known as the fluence and
the photon flux (or current density). The fluence is the isotropic component of the

radiance, defined by

o - fL(rs“t)dQ

&'r*

L {

Y'Y b, l Ly, ®do 2.4)
af) me-d

4n
= d’a,o

b

The flux is the linearly anisotropic component of the radiance and is defined by

Jrd = f Lir,0)4d0

Ei cb;,mf

1 (8) [8inOcosp£ + sinBsingy + cosB2] dQ
10 me~i

£y Y g, f ,l Yol + ¥ @)% 2.5)
3 i=0 m=-i
- ‘ -2_(+Y1‘:1(§) + Y1f~1(§)) 7o+ Yl”:a(g) £1d0

It can be seen that the cartesian components of the flux are given by hnear

1S

combinations of the ¢, , terms in Equation 2.2.

Under the assumption that the scattering amplitude is dependent on the
scattering angle and independent of the spatial location in the medium and the
direction §of the incident beam, the phase function f may be expanded in a series of

Legendre polynomials in the scattering angle:
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f{n_«f _ y 2!‘*’1 P aaf
§6h =Y yratt (887 (2.6)

where P, is a Legendre polynomial of order {. The phase function is normalized, so g,

= 1, and g, is the average cosine of the scattering angle, or the “scattering anisetropy”,
which is typically denoted simply g. The phase function most commonly employed for
modeling tissue scattering in medical optics is the Henyey-Greenstein phase function

[5], which is given by

F557 = Fleos®) = L-gf : @7
an {1 + g? - 2g cosb]

It is interesting to note that, for the Henyey-Greenstein phase function, g = g, Thus,
all higher-order moments of the Henyey-Greenstein phase function are determined from
the first moment. This is somewhati restrictive and does not allow for an accurate
representation of some phaée functions which have actually been measured in biclogical
tissues [6-8]. Bevilacqua et al. have recently proposed two new hybrid phase functions
which allow more accurate modeling of scattering distributions likely to be encountered
in tissue {91

The Py approximation is obtained by truncating the expansions in Equations

2.2,2.3, and 2.6 at{ =N, where N is the order of the approximation. The resulting set

of coupled differential equations may then be solved to determine the corresponding
moments of the radiance. Higher-order approximations more accurately model
increased anisotropy in the radiance, which is encountered near sources and
boundaries, and more precisely predict the attenuation of radiation far from sources.

Smaller albedos (a = pf(p, + 1)) require increasingly higher orders of approximation
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for correct prediction of the attenuation coefficient.

2.2 The P, approximation

In the P, approximation, the radiance, source term, and phase function, respectively,

may each be written as the sum of an isotropic term and a linearly anisotropic term:

Lirdt) = ——®rp) + > jrors | 2.8)

4r 41
Sril) = -8, + - 8,r§ (2.9)

41 4n

and
1 3
6N = 1+ 2 g §F

il i SE (2,10)

where S, and 8, are related to the monopole and dipole moments of the source
distribution in a manner analogous to the relationships in Eguations 2.4 and 2.5.
After Equations 2.8,2.9, and 2.10 are substituted into Equation 2.1, integration

over all solid angles yields a partial differential equation in ® and }:

_1_- ) + 1 B + Vojrd) = Syr) . .11

2
ot
Another such eguation may be obtained by multiplying Equation 2.1 by § and again

integrating over all solid angles:

_}.‘.-é%j(r)t) + (11; TR, )j(r:t) + %V@(r,t) = Sl(r’t) - (2.12)
L

Equations 2.11 and 2.12 may then be decoupled, yielding an equation in @ alone:
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DVl + o g + S0 3D 00 150},
of e a e gt
(2.13)
as
eSyrt) - 3DVS,rp) + .?’.«?Mg;?. ,
(o4

where I is the photon diffusion coefficient (D=¢/{3(u, +1, )], with 1,51, (1-g)). Eguation
2.18 constitutes the P, approzimation to the radiative transport equation.

‘Note that in the P, approximation, the scattering coefficient always appears
multiplied by the factor 1-g. This product is referred to as the “reduced” or “transport”
scattering coefficient. The fact that p, always enters the P, approximation in this
manner indicates that, in situations where the P, approximation is valid, the highly
anisotropic, forward-directed scattering typical of tissues may be modeled as a case in
which scattering is isotropic, but with the scattering cross section reduced by a factor
of 1-g. Therefore, when working in the P, approximation, it is customary to describe

a medigm in terms of its “reduced” optical properties, defined by:

p o= pll-g)
go=p, +op (2.14)
a’=pl /@ vp) .

where 1, 1s the reduced total attenuation ecefficient and a’ is the reduced albedo.
Another quantity frequently of interest is the transport mean free path (mfp’), which
is the inverse of 1,". The description of optical transport using these reduced optical
‘properties is an application of the similarity principle and has been discussed in detail

by Wyman et al. {10,11] and Star et al. [12].
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2.3 'The diffusion approximation

The time-dependent photo-diffusion equation is obtained when the last term on
the right-hand side and the last two terms on the left-hand side of Equation 2.13 are
dropped. The validity of this assumption can be seen by considering a sinusoidally
madulated souree so that the fluence ®(r,t) can be expressed as ®(r) exp{-itot). The time
derivatives can then be replaced by -iw, and the terms in question can be ignored if
3Dw/c* « 1, which is equivalent to ep,/w » 1, implying that the transport scatiering
frequency must be much larger than the modulation frequency [13]. The remaining

expression is the time-dependent photo-diffusion equation:
SDVEDGD) + o Olrt) + %@(r,t} = eS(rt) - 3BDV-8y(rt) . (2.15)

Again assuming an isotropic source, the sieady-state components of Equation

2.15 vield the steady-state photo-diffusion equation,

D'V*@@) -~ n ) = -S,r) . (2.16)

Note that the equation has been re-scaled by dividing through by ¢, so the steady-state
diffusion coefficient now has dimensions of lengih (conventional in the literature) and
is given by D’ = (3(p+1.))*. Hereafter D will be used to denote the “steady-state”
diffusion coefficient. In the steady state, again assuming only isotropic sources,

Equation 2.12 vields an exact corollary to Fick’s law for photon diffusion:

Jr) = -DVG(r) . (2.17)

To a goed approximation, Equation 2.17 is also valid in the frequency domain for

modulation frequencies smaller than ~1 GHz [14]. Note also that, in the steady state,
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there is no distinction between the P, and diffusion approximations.

The diffusion approximation is generally valid if the transport albedo is large
(=1), the seattering is not extremely anisotropic (i.e., g, is less than approximately 0.99),
and at source-detector separations greater than 1 transport mean free path. An
excellent discussion of the different regimes of validity of the P, and diffusion
approximations has been published by Fishkin et al. [13].

The Green’s function of the time-independent diffusion equation assuming a

homogeneous infinite medium is well-known {15] and ig given by

1 o e
®,(r) = —mee , (2.18)
@ 4nD

r

where p.4 is the effective attenuation coefficient, defined by p = (3p,(a +1.)™ Itis
important to recognize that Equation 2.18 is the Green’s function for the fluence in the
diffusion approximation. The Green’s function for the radignce is obtained by

substituting the expression in Eguation 2.18 into Equations 2.17 and 2.8.

24 The P, approximation

The P, approximation to the transport equation is obtained by truncating the

expansions in Equations 2.2, 2.3, and 2.6 at the level of { =3. As the P, equation

resulted In set of 4 coupled, first-order, linear partial differential equations
corresponding to the scalar and three cartesian components of Equations 2.11 and 2.12,
the P, approximation yields a set of 16 such equations. In general, the Py
approgimation generates a set of (N+1¥ coupled equations. To derive the Green’s

function to Equation 2.1 in the P, approximation for the case of an isotropic, cw poini
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source in an infinite, spherically symmetric medium, we consider first the simpler case
of a slab source of infinite extent in an infinite medium. We then take the limiting form
of that solution as the thickness of the slab approaches zero and transform the result
{0 a spherically symmetric geometry using standard transport theory techniques.

In an infinite slab geometry, the radiance is dependent only on the z coordinate
and 1, where 1 is the cosine of the angle between the z axis and § (n = 2-§). In this

case, the radiance, source term, and scattering phase function from Equation 2,1 may

be expanded:
Lem =% 22y P @
m=0 n
2 om 41
S = ), o n@P, (2.19)
m=8

3 Z2m + 1
f§8h =% g, P, 5380,

where P, is a Legendre polynomial of order m and g, and q,, are the moments of the
radiance and the source distribution, respectively. Inserting Equations 2.19 into
Equation 2.1, multiplying by P(n), and integrating over all solid angles yields the
following set of first-order linear partial differential equations {2}

1
2i+1

3 3
= Ot By w8 ) = q - (2.20)

The first four of these equations {ignoring moments for which {>3) are:



CHAPTER 2. RADIATIVE TRANSPORT THEORY 24

f
!‘la{P{} * (‘p]

| 0 2 -
—3“?0 L L "3:“92 =4
1 P 3 (2.2D
- +- + o oz
5@1 K, 6, 5@3 9,
| (3) N
',}'(532 L (p} - Q;;

where primes denote differentiation, 1,? =y, + 1. {1 - g), and p, " = . These equations
could, in principle, be decoupled to obtain a single 4™ order partial differential equation
in the fluence (g,), but, since we seek a complete expression for the radiance in the P,
approximation, we take the approach of solving Equations 2.21 directly. Considering
source-free regions initially and noting that the equations are first-order and linear, we
seek (four) simple-exponential solutions to the homogeneous version of Equations 2.21.
Assuming a solution for ¢, of the form
3
¢,2) = ?:; A eV, (2.22)

and substituting into Equations 2.21 yields, for each j,

v[(+DAL, + 1A, ]+ @ + DEPA =0 @ =0.3). (2.23)

Nontrivial solutions for v may be determined by requiring the determinant of

the coefficients in Equations 2.23 to vanish,

n, v 0 0

= 0 , (2.243
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which gives the four possible values of v;

5 12
Vo= oy o= &{m] {24.258)

18

and
= i/2
v = v = i[%_zl’, , (2.26)
where
P =27p s 28+ 850, B (2.27)
and
y = 3780p, p 0 u” . (2.28)

These results agree with those of Star [16] and Boas [17], whose notation is used here.
The various A, are determined by solving Equations 2.23. They are found tobe related
}

to A, by functions of the medium optical properties h,(vj):
J

Azj = A[]j h’l(vf}; hz(\?j) = —-..E.‘.;..
Vi
4
(1)
1 Sup
A, = A, hz("j); hg(\’j) =l B ¢ 2.29)
’ ’ 2 2v? :
\ i
( op, 1P 3y,
Asj = ch hs{vj}; haf\’j) B~ a(g} + J(?)
14‘11‘ Vj' 14},&

Thus, the radiance in source-free regions of media with planar symmetry is
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given by

3
Ly =Y 2+ 1

=0

¢,z) P,(n) , (2.30)

with ¢(z) given by Equation 2.22, attenuation coefficients v, given by Equations 2.25
and 2.26, and constants A ; defined by Equation 2.29. The Aﬂj are four constants to be
determined by the source distribution and boundary conditions.

We now solve for the radiance generated by a slab of infinite extent and finite
width 2b (Figure 2.1) containing a homogeneous distribution of isotropic sources. We
then take the hmit as the slab width goes to zero, the source strength (g,) goes to
infinity, and the product 2q,b remains equal to unity (i.e., unit source strength per unit
area).

In the interior region { |z] s &), all possible values of v (L.e., +v*) are permissible,
while in the exterior region ( |z| > &), only solutions which decay to zerc as z-« (i.e., -v¥)
are allowed. Requiring symmetry with respect to the z=0 axis and noting that the
h(v,) are of odd parity with respect to v for odd 1 and even parity with respect to v for
even 1, we obtain for the interior region:

@ () = E cosh(zv™) + Fcosh(zv)
9, (x) = E bk (v)sinh{lzv']) + Fh (v)sinh{{zv']}

(Pzin(x) = E k(v )coshizv’) + Fh(v)eosh(zv) (2.3
9y (%) = Ehg(v)sinh(jzv']) + Fh(v7)sinh{jzv']) .
In the exterior region we have
@, (@) = Cexp(-v7(jz[-b)) + D exp(-v'(jz|-b))
¢, () = Chl~v)exp(-v(jz|-B)) + DR, (~v)exp(-v'{iz|-b))
(2.32)

9, @) = Ch(-v)exp(-v([z[-b)) + D hy(-v)exp(-v'(jz|-b))
93 @) = Chy(-v)exp(-vi(|z|-B)) + D hy(-v')exp(-v'(jz|-b)) .
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Source-Free Region

Figure 2.1 The infinite slab geometry used in the derivation of the P, Green’s

function.
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The constants of interest are C and D, which describe the radiance external to the
source region. To obtain a solution, we require continuity of each moment of the
radiance (,, ©,, @,, 2nd @) at the boundaries z=tb {3]. In addition, for the case of the
interior region, we must add to the general solutions of the homogeneous equations
(above) particular sclutions {o the inhomogeneous equations. The solution of Hquations
2.21, assuming an isotropic source (q, = 0 for 1>1) is

_Q’E

B, (2.33)
ofzp) = 0 I>0) .

Polzm) =

Thus, we solve the system of equations

g
@ @) + 2 = @, (b)
(1. ua (773
9, (£) = ¢y, (D) (2.34)
{pgm(xb) N {pgom(:bb)
‘Pam{ib) = ‘Psm(ﬁﬂb)
for the coefficients C and 1. The result is
C - by (Suapin -v*) Qo
Bul ! (14 v )(v"v)
a (2.35)
]
P B -v7*) g,

3 pﬁ ;1513 (1+b v X v*z—v"'z)

Taking the limit as b~0, q,~«, 2q,b=1, we obtain
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_ v @B v

C - 2 %
6}12 p?“} (v -v")

. , (2.36)
p. Y Bpp -v7)

6 1 (vi-v)

Thus, in an infinite homogeneous medium, the P, Green’s function for the fluence

originating from an infinite plane source is

Y,(z) = Cexp(-v'z) + Dexp(-v'z) , (2.37)

with C and D defined in FEquation 2.36 and v and v* defined in Equations 2.25 and
2.28. The flux in this case is in the £ direction, and the magnitude of the flux is given
by ¢,. Higher-order moments of the radiance may be determined using Equations 2.19,
2.22, and 2.29.

To transform these results to spherically-symmetric geometries, we note several
general results of fransport theory. First, the fluence in a spherically symmetric
medium, lifaw(r) » 18 related to the fluence in a medium with planar symmetry, "90?{(2)'

in the following manner [2]:

1 d
U, (1) = Erwalben [tp%(r}] . (2.38)

Second, in spherically symmetric geometries, the radiance can depend only on r={r|
and the angle between # and the observation direction §. In the ¥, approximation, the

radiance may therefore be expressed
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Moo+t
L{r§) = E lilz(r) Pj(f'“@) . (2.39)
(=0 4n

Furthermore, the moments of the radiance in a medium with spherical symmetry, §,,

are known to be of the form [18]

N
vl = Y B hv) Q0 (2.40)
=0

where B, are constants determined by the source distribution and boundary conditions,
kfv)are identical to the fanctions defined in Equation 2.29 for the case of planar

symmetry, and the functions Q,(x) are defined by the recursion relation

gw=g4m—%%g@>. 2.41)

The first two @, are given by

It

Q5(x)

£
* i (2.42)
1} e
GEES
X X

The Green’s function for the fluence in a spherically-symmetric medium in the P,

X

H

Q,(x)

approximation is therefore obtained by applying Equation 2.38 to Equation 2.37, which

gives the result

Polr) = ( —C (V_)z) expl~vr) +( -D (v*')E] exp(—_\r*r)
2n (-v'r) Zn {-v°r)
(2.43)

= C'Qy-vr) + D'Qy-v'r) .

Higher-order moments of the radiance are obtained by substituting C’ and D’ from

Equation 2.43, the Q,(x) defined in Equations 2.41 and 2.42, and the A,(v)) defined in
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Equation 2.29into Equation 2.40. The result is the P, Green’s function for the radiance

originating from isotropic point source in an infinite medium:

2f +1
4

de

Lrd = [/ h(—v) QE-vr) + D/ R(-v) Q(-v'D PS-H) . (244)

I=

L]

2,5 Considerations for applying the P; approximation to tissue

spectroscopy

In the P, approximation, there are two possible magnitudes for the attenuation
coefficient; v* and v (Equations 2.25 and 2.26). The solution associated with v*
contributes significantly only at source-detector separations <2 transport mean free
paths and is known as the “transient” solution. The solution associated with v
dominates at large scurce-detector separations and is known as the “asymptotic”
soletion. Figure 2.2 is a plot of v', v, and p, (the diffusion theory attenuation
coefficient) as a function of the transport albedo assuming g, =10.0 mm”’, Henyey-
Greenstein seattering and a scattering anisotropy (g) of 0.9. The corresponding value
of the absorption coefficient is indicated on the top axis. Note that v is approximately
equal to 1, for large albedos where diffusion theory would be expected to be valid, and
deviates increasingly from ., as the albedo decreases. Thus, smaller albedos require
correspondingly higher-order approximations to the transport equation in order to
adequately model optical attenuation far from sources.

The striking degree of improvement offered by the P, approximation is evident
in Figure 2.3, which is a plot of the asymptotic attenuation coefficients of the diffusion
approximation (), the P, approximation (\:1;3 ), and the P, approximation (vx;s) aga

function of the transport albedo for the scattering conditions described above. While
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Figure 2.2 The P, transient attenuation coefficient (v"), asymptotic attenuation
coefficient (v}, and p 4 (the diffusion-theory attenuation coefficient) as a function of the
transport albedo assuming p, =10.0 mm™, Henyey-Greenstein scattering and a
scattering anisotropy (g} of 0.9. The corresponding value of the absorption coefficient

is indicated on the top axis.
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Figure 2.3 The asymptotic attenuation coefficients of the diffusion approximation
{1, the P, approximation (\,';3), and the P, approximation (v;,i} as a function of the

transport albedo for the scattering conditions used to generate Figure 2.2.
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the P; and diffusion solutions agree to within 1% oﬁly for a'>0.95, 1% agreement
between the P, and P, solutions is maintained for a much larger range of albedos
(a’=0.25), suggesting that the P, approximation should be accurate for the full range
of tissue optical properties likely to be encountered throughout the visible and near-IR
regions of the spectrum. Note also that the terminal slopes of the three lines plotted
in Figure 2.3 indicate the degree to which the various approximations approach Beer’s
Law in the limit of a’ - 0, corresponding to a purely absorbing medium. In this case,
the asymptotic atienuation eoefficient should approach p,, resulting in an infinite
terminal slope. A 63% correction is achieved in moving from the diffusion to the P,
approximation (asympiotic coefficients of 1.73n, and 1.16p,, respectively), while the Py
result yields an additional 10% correction (v;,s = 1.06p,).

Figure 2.4 depicts the results of Monte Carlo simulations of isotropic point
gources in infinite media. The data points are the absorbed fluence as a function of r,
the distance from the source. Also shown are the diffusion theory solution for the
fluence (dotted lines), the asymptotic Py solution for the fluence {contribution from v
only, dashed lines), and the total P, sclution for the fluence (contributions from v* and
v, solid lines). In panel a, the medium optical properties were p,=0.01 mm™, p=10.0
mm™, g=0.9(n,'=1.00 mm™*, 2’=0.99). For this simulation, the diffusion theory solation
and the asymptotic P, solutions are identical. In panel b, the optical properties were
1=1.00 mm?, p=10.0 mm™, g=0.9 (p,'=1.00 mm”’, a'=0.5). It is clear that the P,
solution estimates the agymptotic attenuation coefficient much more accurately than
diffusion theory for low albedos. For large source-detector separations and large
albedos, the P, and diffusion solutions are equivalent as expected. At short source-
detector separations, however, the transient P, solution substantially improves the

theoretical prediction of the fluence.
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Figure 2.4: Results of Monte Carlo simulations of isstropic point gsources in infinite
media. Data points are the absorbed fluence as a function of r, the distance from the
gource. Also shown are the diffusion theory solution for the fluence (detted lines), the
asymptotic P, solution for the fluence (contribution from v only, dashed lines), and the
total P, solution for the fluence (contributions from v* and v, solid lines). In the upper
panel, the medium optical properties were 11,=0.01 mm”, n=10.0 mm™, g=0.9. For this
simulation, the diffusion theory solution and the asymptotic P, solutions are identical.

In the lower panel, the optical properties were p1,=1.00 mm?*, 1 =10.0 mm™’, g=0.9.
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1t is interesting to compare the Green’s functions for the fluence and the
corresponding expressions for the photon flux in the diffusion and P, approximations.
In the diffusion approximation, the fluence (,) and the magnitude of the flux { ¢r,) are

related through Fick’s Law:

g,(r) = -D [Vl (2.45)

In the P, approximation, the magnifude of the flux (,} 1s given by:

¥ ) = CR(Vv)IQ(-vr) + D'R(-v)Q-v'r)

b [ P o e P
v (-v'r)} {(-vr) v’ (~v'r)j (-v'r)

- _[ Ha } VR, -vr) - [ Fo ] VQu(-v'r)

vy (v*)?

¢ -k [V ]

(2.46)

where k is an arbitrary constant. Notice that, in the P; approximation, there is not a
single diffusion coefficient which relates the flux to the gradient of the fluence.
However, each ferm in the fluence exprescion (Equation 2.43) is related by Fick's Law
to a corresponding term in the flux expression via an associated diffusion coefficient.
The diffusion coefficient associated with the transient solution is p/(v*Y, and the
diffusion coefficient associated with the asymptoticsolution is p f(v)*. Thus, the Green’s
function for the fluence in the P, approximation can be considered as the sum of two
diffusion-theory Green’s functions with different diffusion coefficients.

A significant simphfication of the P, Green’s function is possible when certain
approximate relationships exist among the moments of the scattering phase function.
This simplification is llustrated in Figure 2.5, which depicts Monte Carlo computations

of the reflectance generated from a pencil beam incident on a semi-infinite medium for
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Figure 2.5 The reflectance generated from a pencil beam incident on a semi-infinite
medium for which 1,=0.1 mm” and p,’=1.00 mm™*. Data were generated by Monte
Carlo simulation. Five different cases, all using Henyey-Greensiein scattering, are
shown: g=0.99, 0.90, 0.80, 0.70, and 0.50. For the full range of source-detector

separations, the results for g>0.7 are nearly indistinguishable.
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which 1,=0.1 mm™ and 11,/+1.00 mm™. Five different cases, all using Henyey-
Greenstein scattering, are shown: g=0.99, 0.90, 0.80, 0.70, and 0.50. For the full range
of source-detector separations, the results for g>0.7 are nearly indistinguishable.
Similar behavior occurs for transport albedos in the range 0.5sa’<0.99 {data not
shown). These results suggest that, while the second- and third-order moments of the
radiance are required to accurately represent the reflectance for cases of small source-
detecior separations and/or large absorption coefficients, a first-order similarity relation
still exists under certain circumstances. When this is the case, the radiance can still
be expressed as a function of p, and p,’ only, despite that fact that diffusion theory is
not valid.

This similarity relation exists when the dimensionless parameters y and 8,
defined by y=(1-g,/(1-g,) and &=(1-g,)//(1-g,), are relatively constant with respect to
changes in g. An example is provided in Figure 2.6, which depicts y and 8 as a function
of g, for the Henyey-Greenstein phase function. In the range 0xg,x1, y increases from
1 to 2 and & increases from 1 to 3. However, in the range 0.7<g,<0.99, v=1.85 + 0.15
(8% variation}and 6~2.6 £ 0.4 (+15% variation). Thus, in the theoretical development
of the previous section, for scattering anisotropies in the range 0.70<g50.99, we may
replace occurrences of p(1-g,) with yp,’ (using y=1.85) and occurrences of n (1-g,) with
Oy, (using 6=2.6) and expect to accurately model the radiance in the P, approximation
as a function of only p, and n,’. This simplification is significant because it allows
extraction of p, and p,’ as fitting parameters without detailed knowledge of the
scattering phase function. Interestingly, Bevilacqua has deduced from Monte Carlo
simulations that, for media with optical properties relevant to diffusion theory, the
reflectance close to sources depends on 1’ and ¥ [9]. The solution presented here gives

the functional form of this dependence,



CHAPTER 2. RADIATIVE TRANSPORT THEORY 39

3 ; T T T .
:
4/
mmmmmmmm ,I
2.8 » ," -
{f
!f,
rs
26 I- ; |
I{
I”’
24 F ¢ -
437 ' !
T }z/
g 22 r Y o
o y
] /,
= ol .
@ Y
© y
& n - a
§
i
16 F - .
I”’
1-4 B ”/J’ -
12 b )
1 i ; § |
0 0.2 0.4 0.6 0.8 1

Scattering Anisotropy (g4)

Figure 2.6 The parameters y and & (defined by y=(1-g,¥(1-g,) and 8=(1-g,}(1-g,)) as
a function the scattering anisotropy for the Henyey-Greenstein phase function. The
magnitudes of y and & vary significantly over the full range of g, However, in the
range 0.75g,<0.99, y=1.85 = 0.15 (+8% variation) and 6=2.6 + 0.4 (z15% variation).
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The values of y and 3 which optimize this simplified P; theory for the Henyey-
Greensiein phase function do not necessarily optimize it for spectroscopy of tissue. For
example, the phase functions measured by Marchesini et al. for human liver, lung, and
uterus which were presented in Chapter 1 have fitted values of y=2.25, 2,91, and 2.586,
respectively. The corresponding values of & are 3.00, 4.04, and 3.56. These larger
values of ¥ and & reflect the fact that the measured phase functions have a Rayleigh-
like contribution at large scattering angles which is not modeled by the Henyey-
Greenstein phase funetion. Since experimentally measured phase functions of other
isolated tissue samples 7] and cells in suspension [6] also exhibit this behavior, it is
likely that estimates of y and 8 can be obtained which optimize the simplified P, theory

for spectroscopy of a wide variety of tissues.

2.6 Boundary Conditions

To obtain solutions for the radiance emitted from a semi-infinite medium bounded by
a non-scattering half space, appropriate boundary conditions must be prescribed at the
interface. Consider first the case of a boundary between turbid and non-scattering
media having equal refractive indices. In this case, assuming no external sources, the

physically correct boundary condition fo impose is

L{r8y=0 (§7a<) (24T

where 7 is the outward-directed normal to the surface of the scattering medium. This
condition simply reqﬁires that radiance incident on the boundary from within the
scatiering medium cannot re-enter the medium. Any photon incident on the boundary

must proceed undeviated into the non-scattering medium. This condition is
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inconsistent with the P, approximation, however, since it prescribes a precise value for
the radiance at the surface for all observation directions §+A < 0, This is equivalent to
an infinite number of boundary conditions, and only (N+1)/2 conditions may be imposed
at a boundary in the Py, approximation.

Approximate boundary conditions are therefore needed, and one of two
strategies is generally adopted. First, one can set the radiance equal to zero for
(N+1Y2 prescribed observation directions § on the boundary. These are known as the
Mark boundary conditions [2,3,18]. Another set of conditions was developed by Robert
Marshak in 1947 in the context of neutron transport theory {3,18]. The Marshak
boundary conditions require the radiance at each boundary to be orthogonal to (N+1)2
polynomials in §+7 which span the range -1 < (§'18) £ 1. A natural choice for such a
basis set is the Legendre polynomials. The Marshak boundary conditions for the Py

approximation are therefore expressed

f L(r8) P(§-A) dQ = 0 (=135.N . (2.48)

§hz0

One advantage of this scheme is that the first order Marshak condition is

f Lied) GR dQ = 0 (2.49)
$Fhsl

which sets the diffuse fluence entering the scattering medium from the boundary equal
{o zeroin an average sense, It has been demonstrated that the Marshak conditions are
superior to the Mark conditions for the P, approximation when n s 5 [38]. Therefore,
only the Marshak conditions are considered here.

In the case of an index-mismatched boundary, a fraction of the radiance incident
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on the boundary from the scattering medium will be reflected back into the scattering
medium. That fraction is determined by the Fresnel reflection coefficient for

unpolarized Hight. In this case, the Marshak conditions are modified to the form

f L(r) P,(8-7dQ = f Ricos (§ ) Lr,§) PSA)dQ (@ = 1,35..N), (2.50)

§i<0 gz

where R{cos 1§74 is the Fresnel reflection coefficient for radiation incident on the

boundary from direction §.

2.6.1 Marshak conditions and semi<nfinite Green’s functions in the
diffusion approximation

Substituting the expansion of the radiance in the diffusion approximation (Equation

2.8} into Equation 2.50 with =1 and invoking Fick’s Law (Equation 2.17) reduces the

first-order Marshak condition to the form [14,19]

i
I o—_— llj{}

f
Yol o~ 24D

> (2.51)

=0

where A is a dimensionless parameter called the internal reflection coefficient. The
value of A depends on the refractive index mismatch and may be calculated by
numerical integration of functions invelving the Fresnel reflection coefficient [14] or by
approximate methods [20,19]. The quantity 2AD is known as the exirapolation length
and is discussed in detail by Aronson [21]. Equation 2.51 defines the normal derivative
of the fluence in terms of the absolute magnitude of the fluence and is known as the
“partial-current” boundary condition. This condition specifies that the slope of the
fluence at the boundary is such that the fluence linearly extrapolates to zero a distance

2AD from the physical boundary. This observation motivates the commonly-invoked
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“sxtrapolated” boundary condition, which simply requires the fluence to be zeroc on a
fictitious boundary, displaced a distance z, = 2AD from the physical boundary.

The Green’s function of the diffusion equation for semi-infinite media satisfying
the extrapolated boundary condition (EBC) may be constructed by the method of
images. For a point source located at cylindrical coordinates (p=0, z=z), the
extrapolated boundary condition is satisfied by introducing 2 negative image source
equidistant from the extrapolated boundary at (p=0, z=-(z;+2z.)), thereby forcing the
fluence to zero at z=-z,. This arrangement is illustrated schematically in Figure 2.7

In this case, the fluence in the medium and on the boundary is given by
@, 0D = Qg (r(p2) — By (ry(p.2)

- "‘""[“f‘qﬁ(?z* [z "zglz)”] ) em[—ﬂ@g(p% £z+z{,+2zb}2)"’] (2.52)
b (92 * [Z“Ze]z)% (07 + [z+20+2zb]2)%

where ®,, istheinfinite-medium Green’s function (Equation 2.18) and r, and r, are the
distances to the source and image points, as illustrated in Figure 2.7.

The Green’s function of the diffusion equation which rigorously satisfies the
partial-carrent boundary condition (PCBC) for semi-infinite media was first published
by Bryan [22], who also exploited the method of images. For a source at (p=0, z=1,), the

golution has the following form:

1 GXP[“u.eg(sﬂz* [z ‘%]2)%] . "x"{""*‘eﬁ(PzJ' {z+zg]2)“"]

()] 2 = i
P = Gy (0 + le-5)" (0 + e+ zl?)”
(2.53)
[ expl-p, (p? + [z +2, + 1)
_ 2 exp(~l/z,) P pﬁ(p 292% )
A (pz+[g+ze+£})

The first term on the right hand side of Equation 2.53 is the response function (@, ) for
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Figure 2.7 Dipole source arrangement for the extrapolated boundary condition.
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the point source, the second term is @, for a positive image source equidistant from
the physical boundary (p=0, z=-z,), and the third term is the response function for an
exponentially-damped line of negative image sources extending from z=-z, fo z=-». The
geometric center of this line of sources is located at z=zg+z,. Figure 2.8 provides a
schematic comparison of the image source distributions of the partial-current and
extrapolated boundary conditions.

It is interesting to compare the Green’s functions of the rigorous partial-current
boundary condition and the approximate extrapolated boundary condition. In both
cases, an overall -1 image charge is placed opposite the physical boundary from the
point source. Haskell et al. have determined that, with respect to an origin at z=0, the
extrapolated and partial-current source distributions have the same dipole and
guadrupole moments and differ only in octupole and higher moments {14]. In other
words, using only two image sources, each of magnitude -1, the best possible
approximation to the infinite line of sources in the partial-current image configuration
is obtained when one image is placed directly on top of the positive image at z=-z,

{thereby canceling it), and the remaining -1 image source is placed at z=-{z,+2z,).

2.6.2 Marshak conditions and semi-infinite Green’s functions in the P,
approximation
In the P; approximation, two conditions are required at an interface, In the Marshak

scheme, these condifions are:

fL(r,ff} P,(§-15dQ = fR(cos"Ws’*r’i))L(r,s") PERdQ 4 = 1,3). {2.54)

£+l Fi=0

I Equation 2,44 is substituted into Equations 2.54, two boundary conditions may be
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Figure 2.8 A comparison of the image source distributions for the partial-current and
extrapolated boundary conditions. Adapted from Haskell et al,, ref. {14].
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generated which, after further simplification, relate the fluence at the boundary to its
first three normal derivatives. In principle, the Green’s function satisfying the P,
fourth-order differential equation for the fluence could be solved subjeci to this pair of
boundary conditions.

In this work, a simpler strategy is adopted. Because the Green’s function for the
fluence is the sum of two diffusion-theory Green’s functions, approximate boundary
conditions for the P, approximation may be obtained by satisfying diffusion-theory
boundary conditions {for the asymptotic and transient solutions individually. In other
words, an isotropic point source at z=z, is treated as two separate sources. The source
associated with the asymptotic solufion must satisfy diffusion-theory boundary

conditions with an extrapolation lengthof z, = -2AD , and the source associated
axmme, *

asyrp
with the transient solution must satisfy diffusion-theory boundary conditions with an
exirapolation length of Ty = ~2AD . Figure 2.9 depicis exirapolation lengths as
a function of 1, for the asymptotic and transient P, solutions as well as the diffusion
theory extrapolation length. For these calculations, a relative refractive index
mismatch of 1.4 and Henyey-Greenstein scattering with p=10.0 and g=0.9 were
assumed . The extrapolation length for the transient solution is much smaller than the
asymptotic extrapolation length, as one might intuitively expect. 1{is also interesting
that, for increasing p, (decreasing albedo) 2 s decreases while z, increases.

The drawback to this approach is that is does not properly satisfy boundary
conditions for the higher-order terms in the radiance. However, it will be demonstrated

that this solution yields excellent agreement with experimental data, suggesting that

the boundary condition is not especially sensitive to these terms.
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Figure 2.8 Extrapolation lengths as a function of p, for the asymptotic (left axis) and
transient (right axis) P, solutions. The diffusion-theory extrapolation length is also
plotted on the left axis. A relative refractive index mismaich of 1.4 and Henyey-

Greenstein scattering with p.=10.0 and g=0.9 were assumed .
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2.7 Reflectance Expressions

The expressions for the radiance derived in the preceding sections may be used to
calculate the optical power collected by a detector (the “reflectance” at an interface
between scattering and non-scattering media. In this section we consider exact and
approximate expressions for the reflectance in the diffusion and P, approximations. For
the diffusion approximation, we consider EBC solutions exclusively, since others [23]
have shown that the EBC solutions give results which are in better agreement with

experimental data than the PCBC solution,

2.%7.1 Diffusion approximation
In the past, several investigators have equated the reflectance in the diffusion
approximation to the z-component of the phofon flux across the tigsue-air interface

[15,24,25]. This technique gives the result
R(P;Za) = ~DV @Ggﬂc(p!z;zg) ‘ (“'ﬁ}'zxg

- ) (-
Z [peﬁ"+ i) “ ey + {Zg+ %b)[ueﬁr " "}"] e

r 2 2
1 r 2 Ty

(2.55)

n—

47w

»

where R(p;z,) is the reflectance at a radial distance p from an isotropic source buried at
depth 2, in a semi-infinite medium, # is the outward-directed normal at the tissue
surface, Oy, is the Green’s function in Equation 2.52, and r; and r, are as defined in
Figure 2.7.

A more correct expression for the reflectance is obtained by determining the

portion of the radiance which is transmitted across the boundary:
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Ry end@320) = f Tr_.mmr(cos“i(é"n"))L(r,s";zn)f’ﬁé‘dﬁ , (2.56)

datectar

where 7 is the outward normal, cos (4 - §)specifies the angle of incidence on the tissue-
air interface, and Q... 15 the solid angle subtended by the detector. When the
expression for the radiance in the diffusion approximation (Equation 2.5) is substituted

in Equation 2.56, again assuming extrapolated boundary conditions, the result is

Ry 0329) = Co @ (p329) + CyJ,  (pizg) (2.57)

where ®,_ is the Green's function for the fluence (Equation 2.52), j,  is the =z
component of the flux described by Equation 2.55, and C,, and C; depend upon the
pumerical aperture and refractive index of the detector as well as the relative refractive
index mismatch at the interface. A summary of values of C, and C; for various
refractive indices and detector numerical apertures is provided in Table 2.1,
Equation 2.57 presents an interesting dilemma in that the relative weighting
of the contributions of the fluence and the flux to the reflectance is a function of the
numerical aperture of the detector. In order to overcome this difficulty, one might be
tempted to reason that, since the partial-current boundary condition (Equation 2.51)
requires the fluence and flux to be proportional to one ancther at the boundary, the
functional form of R{p) will be given egually well by the expression for the fluence
{Equation 2.52) or the expression for the flux (Bquation 2.55), as long as normalized
meagurements are made. In practice, however, the radial dependence of the fluence
and flux solutions at the boundary differs, and the expression in Equation 2.57 most
closely represents the emittance from a buried isotropic source. This is an indication
that the partial-current boundary condition is, in fact, only an approximation to the

physically correct condition. This is demonstrated in Figure 2.10, in which the data
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By = 10 | D = 146 | Dy = L0 | Dagyeie = 1.46
n, =14 n,= 14 n, =10 n,; =138
NA = 1 | NAjeoror =022 | NAiitor = 1 | NAj i =0.22
2.95 2,95 1.00 2.52
C, 0.1178 0.0062 0.25 0.0068
Gy 0.3056 0.0184 0.50 0.0203
Table 2.1 Values of the internal reflection coefficient (A), C,, and G, for various

relative refractive index mismatches, detector refractive indices, and detector numerieal

apertures.
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points depict the emittance calculated by Monte Carlo simulation of a buried isotropic
point source (z,=0.99 mm) in a semi-infinite medium with optical properties of pn,=0.01
mm?, 3,/=1.00 mm?, and n=14. The solid line in Figure 2.10 is the reflectance
caleulated by Equation 2.57. This solution is not nermalized; its absolute magnitude
exactly matches the data for p>2.0 mm. The dashed line is the reflectance computed
by Equation 2.55, (the flux component only) normalized to the data at p=10.0 mm. The
dotted line is the reflectance computed by Equation 2.52 (the fluence component only)
normalized to the data at p=10.0 mm. The shapes of these two approximate solutions
are different, and neither captures the shape of the actual emittance as well as the

reflectance computed by Equation 2.57.

2.7.2 Pgapproximation

In the case of the Py approximation, we must apply Equation 2.56 to the distribution
of sources found to most appropriately model the reflectance for a buried isofropic point
source. Here the procedure is outlined for a single point source; a similar calculation
must be carried out for each of the image sources employed in a given solution. The
radiance originating from a point source in an infinite medium in the P; approximation

is given by Equation 2.44. We therefore compute

E
Ripsz,) - f TMM(B)@QS(H){Z 2‘; Ly (piz,) PE)|sin@)d0 dd , (258

drierior i=0 "

where
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Figure 2.10 The reflectance calculated by Monte Carlo simulation from a buried
isotropic point source (z,=0.99 mm) in a semi-infinite medium with optical propertiss
of p,=0.01 mm™, u'=1.00 mm™*, and n=1.4. The solid line is the full diffusion theory
solution for the reflectance calculated by Equation 2.57. This solution is not
normalized. The dashed line is the reflectance computed by Equation 2.55, (the flux
component only) normalized to the data at p=10.0 mm. The dotted line is the
reflectance computed by Equation 2.52 (the fluence component only), also normalized
o the data at p=10.0 mm.
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E=§-7

- » - -~ Eal z A
(sinfcosd £ + sinbsind ¥ +cos02) - | - L P

y
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-

2 cos . psinfsing

Jpz+z{f ’;J?+z{,2

for each real or image source. The various coordinates and unit vectors in Equations

2.58 and 2.59 are illustrated in Figure 2.11. This leads to an expression of the form

3
Rpszy = ¥ 221 (0520 Sypizy) (2.60)
o 4T
where
Sy(pizg) = &,
o} n ( o
Spizg) = &y T
(p” +20)
(822 ) [ 3p2 ) (1 (2.61)
Sz(?;zo) = k3 -"-———21; + k4 mwwm “k1 “é“
2(p?+2)")  L2ltes)) N
/ a { \
5 15z, p® ( 3
Sipizg) = k| =) kol == |~ ky -—--~———-)
2(e2+20)”)  L2leteaf) L2letex)

The various k, in Equations 2.61 depend upon the numerical aperture of the detector
and the refractive index mismatch. Table 2.2 provides values of k,, for two detectors:
a 27 detector (NA = 1.0) and an optical fiber witill NA=(}.22 and core refractive index of
1.46, Relative index mismatchels of 1.4 (typical of tissue) and 1.33 (water) are
considered.

The P, Green’s function for the reflectance is contrasted with the diffusion theory

Green’s function in Figures 2.12 and 2.13. Figure 2.12 presents the same data shown
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Figure 2.11 Coordinates and unit vectors used in the calculation of the reflectance in

the P, approximation.
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Dgotortor = 1.0 Ngetector = 1.40 Dgotectar = 1.0 Nyetector = 1.46
Dypege = 1.4 Diane = 14 Dyjeye = 1.33 Dyue = 1.93

NAjistor =1 | NAj oo =022 1 NAg =1 | NAp e =0.22
1,480 0.0775 16569 0.0858
1.280 0.0771 1.407 0.0852
k, 1117 (.0766 1.208 0.0846
ks 0.985 0.0761 1.049 0.0840
ks 0.181 0.0005 0.225 0.0006
kg (.148 0.0005 0.179 0.0006

Table 2.2 Coefficients of the terms in Equations 2. 61 for various detector types and

refraciive index mismatches.
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in Figure 2.10. The solid line is the P, prediction for the reflectance using extrapolated
boundary conditions as described above. The dashed line is the complete diffusion
theory solution. The diffusion theory solution deviates from the data significantly for
p<1.0 mm, while the P, solution captures the reflectance for the full range of p. Iigure
2.13 depicts Monte Carlo data for the same scattering conditions as Figure 2.12 but
with 2,20.5 mm and p,=1.0 (a'=0.5). In addition to significant deviation at small p, the
diffugion solution overestimates the asymptotic attenuation for this case because of the
low albedo. In contrast, the P, solution captures the data extremely well for all p. For
both of the data sets in Figures 2,12 and 2.13, the P, solution using partial-current
boundary conditions is identical to the solution using extrapolated boundary conditions

and is therefore not shown.

2.8 Representation of beams

To the extent that first-order similarity relations are valid, & pencil beam incident on
a semi-infinite scattering medium can be modeled as an infinite line of isotropic sources
located at the sites of initial scattering events. The strength of this line source is
attenuated according to exp(-j1,'z), and, assuming unit initial beam intensity, the total
integrated source strength (or monopole moment) is equal to a’ (the transport albedo).

This distribution is expressed
S@) = a'ple ™ (2.62)

1t is often desireable to represent incident beams in terms of simpler source
distributions. In this chapter, Green’s functions for the radiance and the reflectance

generated by isotropic point sources have been developed. We therefore seek
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Figure 2.12 Reflectance data generated by Monte Carlo simulation (points) for an

isotropic point source at z,=0.99 mm in a semi-infinite medium having optical
properties of 1,=0.01 mm™, 1.=10.0mm™, and g=0.9 (a’=0.99) with Henyey-Greenstein
scattering. The solid line is the P, prediction for the reflectance computed using
Fquation 2.60. The dashed line is the complete diffusion theory selution (Equation
2.57).
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Figure 2.13 Reflectance data generated by Monte Carlo simulation (points) for an
isotropic point source at z,;=0.5 mm in a semi-infinite medium having optical properties
of n,=1.1 mm~, p=10.0 mm™, and g=0.9 (a'=0.5) with Henyey-Greenstein scattering.
The solid line is the P, prediction for the reflectance computed using Equation 2.60.

The dashed line is the complete diffusion theory solution (Equafion 2.57).
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distributions of point sources which have the same dipole moment {or the same dipole
and quadrupole moments) with respect to an origin at the air-tissue interface as the
distribution in Equation 2.62.

To satisfy the dipole moment, a single point source of magnitude a’ is required.

In order to determine its focation, we solve

o o

fza ’p;'e Py = fza fp;‘ 8(1 -z, dz (2.63)
[ ¢

for the effective source depth (z,). The result is z,=1/p,’, which is the standard diffusion
theory representation of a collimated beam [14,231. To satisfy both the dipole and
gquadrupole moments, fwo sources are required. If the sources have equal magnitudes,

we solve!

(e, . 1
fza‘ru;e " dy = fza"u:»é»{é(l"zaj)+6(1—~202))dz
0 0
(2.64)

f 2%’ ple P dz - f 2%a ’rp;r-—é-(ﬁ(lﬂzcl)**&(l“zgz})dz
0 [+

for z; and z, , and obtain z, =2/p1," and 2z, =0. Thus a source at a depth of two
transport mean free paths and a second source of equal magnitude placed directly on
the physical boundary satisfy the dipole and quadrupole moments of the distribution
in Equation 2.62.

A comparison of these beam models is provided in Figure 2.14, which is a plot
of the reflectance generated by a Monte Carlo simulation of a pencil beam normally

incident on a semi-infinite medium having optical properties of 4 =1.00 mm™”, p =10.0

mm’, and g=0.9 mm™. The solid line is the 2-gource beam model, calculated using the
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Figure 2.14 Monte Carlo simulation of the reflectance generated by a pencil beam

normally incident on a semi-infinite medium having optical properties of 1,=0.50 mm”,
1,210.0 mm™, and g=0.9 mm™ (¢). The solid line is the 2-source beam model, calculated
using the P, Green’s function and partial-currentboundary conditions. The dash-dotted

line is the 2-source beam model, calculated using the P, Green’s function and

exirapolated boundary conditions. The line with long dashes is the 2-source beam

model, calculated using the hybrid Green’s function described in the text and
extrapolated boundary conditions. The line with short dashes is the standard single-

source diffusion theory solution. This solution deviates more significantly for larger p.

A small range of p is plotted here to emphasize the behavior near p=0.
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P, Green’s function and partial-current boundary conditions. The dash-dotted line is
the 2-source beam model calculated with the P, Green’s function and extrapolated
boundary conditions, The line with long dashes is a hybrid Green’s function obtained
by using the diffusion-theory Green’s function, but with y, replaced by v and D
replaced by 1 /(v)’. The line with short dashes is the standard single-source diffusion
theory solution. It is interesting that in the P; approximation the partial-current
boundary conditions give betler agreement with the data than the extrapolated
boundary conditions. This solution is very time-consuming to compute, however, and
does not lend itself easily to incorporation into a fitting algorithm. For this reason, the
hybrid Green’s function, which also gives good agreement with the data, is use& as an

initial P, fitting function in Chapter 3.
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CHAPTER 3

Validation of Theoretical Reflectance Expressions with
Analysis of Simulated and Experimental Data

3.1 Introduction

This chapter presents experimental and numerical evaluation of the theoretical
expressions derived in Chapter 2 for the reftectance emitted from a semi-infinite turbid
medium irradiated by a pencil beam. In Section 3.2, the aceuracy of optical properties
returned by fitting these expressions to Monte-Carlo simulated data is investigated for
various ranges of source-detector separations and medium optical properties. A
hroadband steady-state reflectance spectrometer has been designed and constructed for
collection of experimental reflectance data from tissues and other highly scattering
media. The instrument and associated data reduction techniques are presented in
Qection 3.3. Data collected from tissue-simulating phantoms are analyzed in Section
3.4, and the advantages and limitations of each expression are summarized in Section

3.5,

3.2 Monte Carlo evaluation of the fitting functions

When evaluating the theoretical reflectance expressions derived in Chapter 2, it is

important to consider several questions. First, what is the range of optical properties
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which can be accurately extracted from Biting each expression to reflectance data?
Second, what are the minimum and maximum source-detector separations required for
accurate quantitation of p, and »/?7 Third, if a given expression retums optical
properties which are inaccurate in an absolute sense, is it still useful for measuring
relagtive changes in medium optical properties? Finally, how sensitive is each
theoretical expression to the exact details of the experimental probe, the scattering
phase funection, and the exact incident beam profile?

To investigate these issues, simulated radially-resolved reflectance data sets
were generated from Monte Carlo calculations performed with the variance reduction
algorithm of Wang et al. [1]. The reflectance was binned in either 0.1 or 0.3 mm-wide
concentric annular rings centered around a normally incident pencil beam. The
standard error in the reflectance signal was also scored in order to estimate accurately
the statistical uncertainty in the reflectance. The number of photon packets propagated
was dependent on the width of the detection bins and the simulated optical properties
and was generally determined by allowing the simulation to continue until the smallest
uncertainty i the simulated data was comparable to that of the shot-noige Iimitation
inherent in our 16-bit experimental detector. The actual number of packets launched
ranged from 300,000 to 6,000,000. All photons exiting the tissue surface were scored,
therefore the effective detector numerical aperture was 1.0. The Henyey-Greenstein
phase function with g=0.9 was used to model scattering, and, unless stated otherwise,
a tissue refractive index of 1.4 was used.

Since the instrument to be described in Section 3.8 is not eapable of absolute
reflectance measurements, all of the data analyzed in this section were normalized to

the signal at a preseribed reference location, denoted p, ... For this reason, all of the
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fitting functions were also normalized; functions of the form

R
R ) = ;;m(p—)) 3.0

were fit to the data, where the numerator is the reflectance expression under
investigation and the denominator is that expression evaluated at p=p .

Becanse diffusion theory is only valid for source-detector separations larger than
approximately 1 mfp’, the diffusion theory reflectance expressions model the incident
beam as a single isotropic point source buried at a depth of one transport mean free
path. This beam representation will be used to test both diffusion-theory Green’s
functions for the reflectance derived in Section 2.7.1. For the P, reflectance expression,
the dipole beam representation is coupled with the hybrid diffusion-P; Green's function
described in Seetion 2.8. This Green’s function was adopted for initial testing purposes
because of its computational efficiency. The following labeling conventions will be
adopted: DT, will dencte the diffusion theory expression using the complete diffugion
theory Green’s function, DT, will denote the diffusion theory expression using the
Green’s funetion which incorperates only the photon flux at the boundary, and P, will
denote the P, expression. Since extrapolated boundary conditions are used exclusively

in this chapter, the explicit “EBC” notation is omitted.

2.2.1 Sensitivity to minimum source-detector separation

To examine the sensitivity and accuracy of the various reflectance expressions to the
radial position of the first detection fiber, p,,,, multiple fits of each theory were made
to individual! Monte Carlo data sets while p,;, was varied from 0,15 mm to some

maximurs value. For all fits described in this section, a Levenberg-Marquadt nonlinear
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least-squares algorithm was used within the commercial software package MATLAB®,
and the solutions were normalized to the radial position of the first included detection
£iber, SO Py = Puiye Lhis strategy forces the fitted solution to agree exactly with the
experimental data at p,,,, and the fitted optical properties are therefore somewhat
sensitive to the precision of the reflectance at this radial location. Three different sets
of optical properties were investigated. The first simulation set used 1n,=0.01 mm™,
1/=1.00 mm?, and n,,=1.4; the second used y,=0.01 mm?, 1. '=1.00 mm”, and n,;=1.0;
and the final set used p,=0.50 mm™, p,'=1.00 mm™, and n,,;=1.4. These data sets are
depicted in Figure 8.1. The coefficients of the various boundary- and detector-sensitive
parameters in the fitting functions {A, C, and C, for the diffusion-theory solutions and
k, — kg for the P, solution) were selected according to Tables 2.1 and 2.2.

Results for simulated optical properties of 1,=0.01 mm™, 1,'=1.00 mm”, and
n,=1.4 are depicted in Figure 3.2. The radial position of the most remote detection
fiber, p,.. was 20.0 mm for all fits depicted in this figure. The upper panel illustrates
the fitted values of j1, as a function of p,, for the DTy, (solid circles and solid line), the
DT, (open circles and dashed line), and the P, (solid squares and dotted ling)
expressions. The horizontal line indicates the value of'n, used in the simulation. The
same point and line styles are used in the lower panel, which depicts the fitted values
of n.'. The x‘i goodness-of-fit statistic is presented in Figure 3.3.

Several interesting features may be noticed in Figures 3.2 and 3.3. First, fitting
to data sets containing the smallest p,,, resulted in the greatest errors in both the
abgorption and transport scattering coefficients. Although this is true for all of the
fitting functions, the failure at small values of g, is particularly evident for the

diffusion-theory solutions. The returned absorption coefficient is systematically lower
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Figure 3.1 The reflectance data sets used for the sensitivity analyses presented in

Section 3.1. Fach simulation set assumed Henyey-Greenstein scattering with p,'=1.00
and g=0.9.
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than the actual value used in the Monte Carlo simulation, and the transport scattering
coefficient is retuwrned systematically high, This failure cccurs because diffusion theory
i unable to aceount for the non-diffuse component of the reflectance that is encountered
for these small source-detector separations. As p,,;, increases, the fractional errorin the
returned optical properties rapidly decreases for the DTy, solution, reaching a
minimum near zero for p_, ~0.7 mm (0.7 mfp’), after which u, is systematically high
and ' is systematically low. For minimum source-detector separations from 1.2 mm
to 2 mm (1.2 to 2.0 mfp’), the error in the returned optical properties is relatively
constant and much smaller than the error encountered with the smallest source-
detector separations. For this range of p,;,, the transport scattering and absorption
coefficients are accurate to £5%. The DTy, solution performs poorly for all p,,,. This
is because of the excessively large slope in this solution at small values of p, a deviation
which was illustrated in Figure 2.10. The location of the sharp transition near Prin= 1D
mam is sensitive to statistical fluctuations in the reflectance data and is further evidence
of the relative instability of this solution. The P, solution generally yields the most
accurate fitted coefficients throughout the full range of py, but also deviates
significantly from the actual values for p,;, less than approximately 0.5 mm. This
deviation probably results from the fact that the hybrid diffusion-P, Green's function
is not as accurate as the complete Green's function in this range of source-detector
separations.

It is interesting to observe that, while the fitted optical properties for the DTy,
and P, solutions are relatively constant for py, = 1.0 to 3.0 mm, increasing p,,;, beyond
approximately 3.0 mm results in increased error in and coupling between the fitted

values of p, and p,'. This oceurs because, when pu./>>1,, the magnitude of the
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Figure3.2 Values of p, (upper panel) and p,’ (lower panel) resulting from fits of the
DT,,, (solid circles and solid lines), DTy, (open circles and dashed lines), and P, (solid

squares and dotted lines) solutions to simulated reflectance data for a medium with
optical properties of of 11,=0.01 mm™, p=1.00 mm~, and n,,=1.4.
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Figure 3.3  Values of the y,” goodness-of-fit statistic resulting from fits of the DTy,
(solid cireles and solid line), DTy, (open circles and dashed line), and P, (solid squares
and dotted line) reflectance expressions to simulated reflectance data for a medium with
optical properties of of 1,=0.01 mm”, 11,'=1.00 mm”, and n,=1.4. The fitted optical

properties are illustrated in Figure 3.2.
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reflectance at source-detector separations less than a few transport mean free paths is
determined primarily by the transport seattering coefficient, 1’, since the short optical
pathlengths traversed by the photons do not allow for appreciable absorption. For
p>>mifp’, the reflectance decreases exponentially at a rate governed by 1 Since this
parameter involves the proéuct of the optical coefficients, it is not sufficient for unique
determination of 11, and 1,. For these reasons, experimental data sets containing the
diffuse reflectance measured at small ag well as large radial distances from the incident
beam are required in order to uniquely separate the two optical coefficients. Ifall of the
detectors are situated at radial distances from the source where absorption effects are
significant, the ability to independently obtain ' is impaired, resulting in poor
discrimination between p, and .. The symmetry in the curves of the returned optical
properties confirms that the errors in 3, and p,' are highly correlated: when the
returned transport scattering coefficient is low, the absorption coefficient is returned
high, so the overall estimate of 1 4 is preserved.

Figures 3.4 and 3.5 present the same analyeis depicted in Figures 3.2 and 3.3
for a medium with an index-matched boundary (n,,=1.0). Figure 3.1 shows that the
index-matched reflectance data inerease more drastically near p=0 than do the index-
mismatched data. Given the shape of the DTy, solution, one might expect it to perform
hetter under these circumstances, and that is in fact the case. Figure 3.4 illustrates
that both diffusion-theory solutions give comparable results for the index-matched case,
with u, and 1’ accurate to +5% for 1.2:p_,=3.0 mm. Interestingly, the P; solution
performs less well under these conditions. The reason for this is not entirely clear but
is again likely to be associated with the approximations involved with the hybrid fitting

function,
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Figure 3.4 Values of n, (upper panel) and p,’ (lower panel) resulting from fits of the
DT, (solid circles and solid lines), DTy, (open circles and dashed lines), and P, (solid
squares and dotted lines) solutions to simulated reflectance data for a medium with

optical properties of of 1,=0.01 mm™, p,/'=1.00 mm™, and n,,=1.0.
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Figure 3.5 Values of the x,* goodness-of-fit statistic resulting from fits of the DTy,
(solid circles and solid line), DTy, {open circles and dashed line), and Py (solid squares
and dotted line) solutions to simulated reflectance data for a medium with optical
properties of 11,=0.01mm™”, ,'=1.00 mm™, and n,,=1.0. The fitted optical properties are
illustrated in Figure 3.4
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Figures 3.6 and 3.7 present the same analysis depicted in Figures 3.2 and 3.3
for a medium with p,=0.5 mm™ and 11,/=1.00 mm™. These optical properties are not
within the regime of validity of standard diffusion theory but are suggestive of those
which might be encountered in tissue in the visible region of the spectrum {Figures 1.1
and 1.8). The value of p, . was fixed at 5.45 mm, and p,,;, was varied from 0.15 mm to
2.05 mm. This range of p,., was selected because, for this data set, the reflectance
hecomes simple-exponential in v by p=2.0 mm (Figure 3.1). The transition to simple-
exponential decay in the reflectance at a rate defined by the asymptotic attenuation
coefficient occurs at increasingly smaller values of p as the absorption coefficient
increases. As discussed above, this transition defines the regions of p which are most
sensitive to scattering (p<Piansue) and absorption (0>p,uuion

Tor this simulated data set, the diffusion-theory solutions result in large errors
in the fitted optical properties. The exact value of the fitted coefficients also depends
sensitively on the value of p,_... Near p,,,»1.7 mm, both diffusion-theory solutions also
demonstrate a marked transition in the sign of the error in the fitted values of u, and
p,'. The exact value of p,,, at which this transition occurs ig a function of statistical
fluctuations in the data and the medium optical properties, so it is perhaps impossible
to predict the optimum value of p,,, for which diffusion theory could be made most
valid. In addition, it can be seen that ¥ is significantly larger for the diffusion-theory
solutions than for the P, solution throughout the range of p,;, shown here, indicating
a general lack of agreement between the diffusion expressions and the data. In
contrast, the P, solution gives good agreement with the data and estimates of optical
properties which are accurate to within 210% for 0.5<py,;;<2.05 mm. This illustrates

that quantitative optical spectroscopy of tissue in the visible region of the spectrum,
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Figure 3.6  Values of u, (upper panel) and p,’ (lower panel) resulting from fits of the
DT, (solid circles and solid Lines), DTy, (open circles and dashed lines), and P, (solid
squares and dotted lines) reflectance expressions to simulated reflectance data for a

medium with optical properties of of 1,=0.50 mm”, p./'=1.00 mm”, and n,,=14.
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Figure 3.7 Values of the x,* goodness-of-fit statistic resulting from fits of the DT,
(solid circles and solid line), DT, (open circles and dashed line), and P, (solid squares
and dotted line) reflectance expressions to simulated reflectance data for a medium with

optical properties of of 11,=0.50 mm™, 11/=1.00 mm™, and n_=1.4. The fitted optical
properties are illustrated in Figure 3.6
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where g, is of the order of 0.5 mm™ and 1.’ is on the order of 1.0 mm"™, is not possible
within the diffusion approximation but can be accomplished within the Py
approximation.

A summary of fits to a series of index-mismatched Monte Carlo data sets is
presented in Figures 3.8 and 3.9 In these simulations, 11" was equal to 1.00 mm™” and
n, ranged from 0.0001 mm™ to 5.0 mm™. This is a roughly physiologic range of 1, for
tissue in the wavelength range 400545950 nm, although the absorption coefficient is
not likely to be greater than 1.0 mm’ for most tissues. Figure 8.8 depicls the
reconstructed absorption coefficient as a function of the actual absorption coefficient,
and the diagonal line indicates the line of exact agreement belween fitted and actual
absorption coefficients. Figure 3.9 depicts the reconstructed scattering coefficients, and
the horizontal line at 1.00 mm™ represents the actual seattering coefficient used in the
simulations. In both figures, the open circles represent the DTy, solulion with
puie=1.65 mm, the open triangles represent the DTy, solution with pyy,=1.65 mm, and
the solid squares represent the P, solution with p,,=0.45 mm. These values of p;,
were selected based on Figures 3.2 — 3.7 and gave the most accurate optical properties
for each expression when considered over the full range of simulated optical properties.
The value of p at which the statistical uncertainty in the reflectance data became 210%
was used for p__ and varied from 20.0 mm {o 3.0 mm.

Examination of Figure 3.8 reveals that, once an apparent lower detectability
threshold of approximately 0.0005 mm™ is reached, p, is reconstructed by the DTy,
expression to an accuracy of 10% or better for 0.005zp,< 0.025 mm™. For absorption
coefficients larger than 0.025 mm”, the DT, expression overestimales p, in a

progressively more significant fashion until a sudden transition to underestimation
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Figure 3.8 Values of p, returned from fits to a series of index-mismatched Monte Carlo
data sets. In the simulations, p,’ was equal to 1.00 mm™” and p, ranged from 0.0001
mm™! to 5.0 mm*. The diagonal line indicates the line of exact agreement between
fitted and actual absorption coefficients. The open circles represent the DTy, solution
with p_;,=1.65 mm, the open triangles represent the DTy, solution with p,,=1.65 mm,

and the solid squares represent the P, solution with p_;=0.45 mm.
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oceurs at p.=0,75 mm™ The DT, solution exhibits significant inaccuracy in the
reconstructed value of p, throughout the full range of investigation and also exhibits
several transitions between under- and overestimation of the absorption coefficient.
Interestingly, in the range of absorption coefficients most commmonly encountered in
near-IR spectroscopy of tissue (0.012y,<0.05 mm™), the DTy, solution consistently
underestimates y_, but the relative change in p, from sample to sample is correctly
determined, as evidenced by the slope of the line connecting the fitted 1, values in this
range. This suggests that the DT, solution, while inaccurate in an absolute sense,
may still give reasonable estimates of changes in optical properties of scatiering media
where diffusion theory is most often implemented. In contrast to the diffusion theory
expressions, the P, expression gives optical properties which are accurate to 10% or
better for 0.005<p,<0.700 mm™. Not surprisingly, the P, expression exhibits the same
apparent Iower limit of detectability in p,. However, the absorption coefficient is
reconstructed by the P, expression accurately for transport albedos as small as 0.59,
which is the approximate small-albedo limit for spectroscopy of tissue in the visible
region of the spectrum,

Figure 3.9 demonstrates that the transport seattering coefficients reconstructed
by the diffusion theory solutions also exhibit significant errors as the absorption
coefficient increases beyend the range typically considered valid for opiical diffusion.
The DT, solution yields values of p.’ accurate within 10% for y,<0.025 mm” but
underestimates 1.’ for 1.>0.025 mm™', with the error in the fitted value becoming
progressively larger for increasing p,. The DTy, solution yields significant errors
throughout the range of investigation. The P; solution, however, retains 10% accuracy

or better for y, = 0.7 mm™, which is again encouraging with respect for the potential
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for quantitative tissue spectroscopy in the visible spectral region.

3.2.2 Sensitivity to maximum source-detector separation

To investigate the maximum source-deteetor separation required for accurate
quantitation of optical properties, a series of fits was again made to Monte Carlo
simulated data, this time varying p,., a8 well as p_,.. The highly absorbing medium
(1,=0.5 mm”, 1,'=1.0 mm", and n,=1.4) was used for this series of fits. In this case,
only a comparison between the DTy, and P, solutions was investigated, since the DTy,
solution has been demonstrated to be inaccurate for index-mismatched boundaries. For
both the DTy, and P, solutions, p ;. was varied from 0.1 mm to 1.6 mm, and p,,,, was
varied from 3.0 to 7.0 mm. The results of this series of fits are depicted in Figure 3.10.
The panels on the left-hand side of the figure are contours of constant fractional error
in 1’ (upper panel) and 1, (Jower panel) for the DTy, solution. The panels on the right-
hand side present the same analysis for the P, solution. The legends at the bottom of
the u, contour plots also apply to the corresponding 1.’ contour plots. In all cases, the
golid linestyle denotes zero fractional error.

Several things are evident from Figure 3.10. First, for highly absorbing media,
accurate quantitation of the absorption coefficient is possible in the P, approximation
for fairly modest maximum source-detector separations (p,,,,~4-5 mm), provided a first
detection fiber is placed at 0.22p . <0.6 mm. The valley of stability centered around
o_. is an important feature of this analysis. In contrast, the errors in the optical
properties returned bjr the DT, solution are larger than those returned by the P,
solution, are very sensitive to the location of p,, and have different optimum values

of p,, for p, and y,". Therefore, it is clear that the P, solution offers greater accuracy
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Figure 3.10 Contours of constant fractional error in .’ (upper panels) and p, (lower
panels) obtained from fitting the DTy, (left-hand panels) and P, (right-hand panels}
reflectance expressions with various values of p,,,, and p, . to Monte-Carlo reflectance
data simulated for a medium with optical properties of 1,=0.5 mm™, 11.'=1.00, and
n,=1.4. The legends at the bottom of the y1, contour plots also apply to the

corresponding p.’ contour plots. In all cases, the solid linestyle denotes zero fractional
erITor.
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for highly absorbing media, provided the approximations outlined in Chapter 2 are
valid. In addition, the small maximum source-detector separations which are possible
offer the potential for quantitative optical spectroscopy via endoscopy, since the largest

available endoscope accessory channels are ~4-5 mm in diameter.

3.3 Broadband Steady-state Reflectance Spectrometer

3.3.1 Instrument

Our steady-state reflectance spectrometer is based on a design first proposed by Wilson
ot al. 21, A schematic diagram of th.e. ingtrument is given in Pigure 3.11. White light
from a 250 W quartz tungsten halogen bulb is coupled into a 400-pm diameter optical
fiber (NA=0.22). Present coupling efficiency enables throughput of approximately 1.4-
1.8 mW of optical power in a 10-nm bandpass in the wavelength range 550-850 nm.
"This source fiber is mounted in a circular probe containing nineteen 200-pm diameter
detection fibers located at radial distances of 1.0 mm to 20.0 mm from the source fiber
as shown in Figure 3.12. The source fiber and the nineteen detection fihers are
arranged in a 2.0 cm diameter circle. At the center of this circular probe is mounted
another 400-um source fiber, which, because it is equidistant from all other fibers, can
be used to calibrate the spectral response and throughput of the detection fibers. The
flat surface of the probe is placed in contact with the surface of the phantom or tissue
under investigation, allowing white light from the source fiber to be injected into the
sample surface. The probe described here and illustrated in Figure 3.12 is used for
collection of reflectance data from media with optical properties appropriate for

diffusion theory. The probe used for measurements of reflectance from highly absorbing
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Figure 3.11 White-light, steady-state reflectance spectrometer.
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Figure 3.12 Circular probe for collection of reflectance data.
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media is described in Section 3.5.1.

The reflectance probe is constructed of a black plastic material known as
Delrin® (3M, St. Louis, MO), The refractive index of Delrin was not available from the
manufacturer, but it is probably in the range of 1.4-1.5. The fact that a portion of the
surface of the seattering medium contacts the probe surface and the remainder of the
interface is open to air introduces an ambiguity is the proper choice for the internal
reflection parameter A. For example, assuming the refractive indicies of both tissue
and Delrin® are 1.4, the “correct” value of A to use in reflectance data analysisis likely
to be between 2.95, which is the theoretical value for n,,=1.4, and 1.00, which is the
theoretical value for an index-matched interface. This issue is investigated in Section
3.4.

Because a typical radially-resolved diffuse reflectance data set encompasses four
to five decades of dynamic range and the effective dynamic range of the detector is only
about two decades if shot noise in the detected signal is to be s 4%, light from the
detection fibers nearest the source fiber is passed through adjustable attenuators (OZ
Optics, Carp, Ontario, Canada) to decrease the effective signal intensity from these
fibers. The output of each attenuator is coupled to a corresponding 300-um diameter
transfer fiber which transmits the signal to a grating spectrograph. Unattenuated
fibers are connected directly to their mating transfer fibers by SMA adapters.

The transfer fibers are gathered into a bundle that terminates in a ferrule. At
the end of the ferrule the fibers are arranged in a row and positioned in the focal plane
of & 0.275-m imaging spectrograph (Acton Research Corporation, Acton, Mass.). The
spectrograph was modified slightly by the addition of several baffles in order to

maximize stray light rejection. Presently, in the 400-650 nm wavelength range,
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approximately 0.5% of the signal from any given fiber is present as stray light in the
signal of the fibers to which it is immediately adjacent. This fiber-to-fiber crosstalk
increases significantly in the near-IR, however, becoming as large as 4% at A=800 nm.
For this reason, it is necessary to correct data collected in the near-IR for fiber-to-fiber
crosstalk.

The ends of the transfer fibers are imaged through a low-resolution, high-
dispersion grating (300 Umm) onto the surface of a liquid-nitrogen cooled, 512x512, 16-
bit CCD camera {Princeton Instruments, Princeton, NJ). The dispersion of the grating
and the useful flat field of the spectrograph are such that 170 nm of speciral
information may be collected in a single acquisition. The signal at the detector is thus
the spectrally-resolved diffuse reflectance collected at several distinet distances from the
source fiber, ariented such that the signals from the individual optical fibers lie in
non-overlapping regions of the CCD array perpendicular to the slit axis. Imaging of the
fibers is 1:1 through the spectrograph, so the signal from a given 300-um transfer fiber
is distributed over approximately twelve 25-pm pixels along the axis of the
spectrometer slit. Tooptimize the signal-to-noise ratio, regions of 9 pixels along the slit
axis and 3 pixels along the wavelength axis are binned fo create a single super-pixel.
Pixel binning in the wavelength direction results in one diffuse reflectance data set
every 0.96 nm, which is approximately the resolution of the insfrument in its current
configuration. The binned pixels are read from the CCD with the software provided by

the manufacturer and later analyzed offline.

3.3.2 Data reduction

The first stage of data analysis constructs a diffuse reflectance curve for each of the
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binned wavelengths obtained by the apparatus. To do this, the raw reflectance data
must first be corrected for individual fiber throughput differences, the attenuator
settings, and fiber-to-fibercrosstalk. Calibration data are acquired over the wavelength
range of interest by injecting white light into a tissue-simulating phantom through the
center fiber of the detector probe and collecting reflectance through each of the
detection fibers. Since each detection fiber is equidistant from the center source fiber
and the tissue-simulating phantom is presumed to be homogeneous, any differences in
the spectra obtained in this configuration are due to individual variation in the
detection fibers, variation of the throughput of the apparatus along different sections
of the light path, variation in the degree of attenuation of individual detection fibers,
or fiber-to-fiber crosstalk. It should be emphasized that the phantom is used in the
calibration procedure only because it provides a convenient method for providing a
uniform signal to each detection fiber. The technique described here is in no way
dependent upon obtaining a calibration standard with known optical properties {3].
The throughput of the attenuators is typically adjusted to make the signal from the
detection fiber nearest the source approgimately 1% of the CCD dynamic range, which
corresponds to ~4% shot noise. The level of attenuation decreases with increasing p,
and fibers corresponding to p> 15 mm are usually not attenuated.

The degree of fiber-to-fiber crosstalk is wavelength-dependent, and, since the
focal plane of the spectrograph is not perfectly flat, also depends on the exact location
of the detected signal within the focal plane. For this reason, it is necessary to
determine the fiber-to-Sber crosstalk for each individual detection channel for every
wavelength setting of the spectrograph. This is accomplished by independently

illuminating each fiber and measuring the fraction of the signal in the iHuminated
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fiber's CCD detection channel which is present in the detection channels of adjacent
fibers. Using this pre-determined crogstalk data, the measured signal intensity in each

detection channel can be expressed

{ 3 { 3
L.l (1 cr, Ty - CTy) |l
Izmm CTIZ 1 CT{iZ CTNE Izaa
I 1 =leTy, ¢y 1 - CTy| L] 3.2)
\I Nporae \CTlN CToy CTyy - 1 \I Nocy

where I, is the measured signal intensity in detection channelj, CTis the measured
fractional crosstalk in detection channel j from a signal in detection channeli, I I isthe
actual signal (uncorrupted by the effects of crosstalk) in detection channei j, and N is
the total number of detection channels. Although there are 19 separate detection
channels used with our present diffuse reflectance probe, we have found that, for A<900
nm, it is only necessary to correct for the cross-talk from the 7 nearest neighbors te each
detection channel. Thug, in practice, the crosstalk matrix in Equation 3.2 is 8-fold

diagonal. The effects of cross-talk may therefore be corrected by computing

I, = (CTON 1,0 . (3.3)

where I, is a vector of corrected signal intensities, CT is the cross-talk matrix in
Equation 3.2, and I, is a vector of measured signal intensities. All parameters in

Equation 3.3 are wavelength-dependent; a different cross-talk correction matrix is
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required for each wavelength in the dataset.

One disadvantage of the crosstalk correetion technigue described here is that it
makes the reduced data noisier than uncorrected data. This is because the thin, back-
illuminated CCD we use for these measurements becomes increasingly transparent in
the near-IR. Because of this, the detector acts as an imperfect etalon, and small
thickness fluctuations across the surface of the chip create interference patterns which
vary with wavelength and physical location on the detector. While these effects are
normalized out in an uncorrected data set, the crosstalk correction process has the
affect of combining signals from physically distinct regions of the detector, leading to
small but noticeable fluctuations in the raw data. An additional post-correction data
smoothing step would likely be valuable but has not yet been implemented.

In order to correct for the possibility of background light leakage through the
system, a background data set is also acquired with no light eoupled to the source fiber.
While typical background levels are negligible, this procedure allows subtraction of any
constant offset counts added to the analog-to-digital converter by the CCD controller
in order to facilifate data acquisition.

After obiaining the reflectance, calibration, and background data sets, the
diffuse reflectance curve, R(p;A), can be computed for each binned wavelength on the

CCD from the following equation:

_ R(pi¥)-B

R(piA) = wtor———n
i) R (p;A)}-B

(3.4)

where R, is the crosstalk-corrected reflectance data set, R, is the crosstalk-corrected

calibration data set, B is the background signal which, in general, can vary across the
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CCD, p is the source-detector separation and 2 is the wavelength. The parameters p
and A correspond to binned locations parallel and perpendicular to the spectrometer slit
axes, respectively, as illustrated in Figure 3.11. Uncertainties in the reflectance data
computed by Equation 3.4 are determined by applying Poisson counting statistics to the
raw €©CD counts obiained in each measurement described above and propagating these
uncertainties by conventional means {4]. We have found this calibration procedure $o
effectively eliminate systematic deviations due to variations in the throughput of the
individual fibers, attenuator settings, and fiber-to-fiber crosstalk.

Finally, after caleulating Rip; A} for all p and A used in a given experiment, each
radial reflectance curve generated at a particular wavelength is normalized to the
diffuse reflectance from the detection fiber nearest the source fiber at that wavelength.
By doing this, the experimental data are cast into a form suitable for analysis with
Equation 3.1 as a fitting function.

The second stage of the data analysis involves successively fitting Equation 3.1
to each of the 170 normalized diffuse reflectance profiles in the manner described above
in order to determine the absorption and transport scattering coefficients at each
wavelength represented in the data set. Completing this fitting process and printing
the results to a monitor typically takes 4 seconds or less on our 200 MHz Pentium Pro®
microcomputer. In this manner, the absorpiion and fransport scattering spectra are

effectively reconstructed from the radially-resolved diffuse reflectance profiles.

3.4 Phantom studies

In this section, phantom studies designed to experimentally test each of the fitting



CHAPTER 3. VALIDATION OF REFLECTANCE EXPRESSIONS 95

functions described in Section 3.1 are presented. The experiments deseribed in Sections
3.4.1 and 3.4.3 were performed in the visible region of the spectrum, so no crosstalk
correction was implemented for these studies. For the studies in Sections 3.4.1 and
3.4.2, a Levenberg-Marquadt nonlinear least squares algorithm adapted from Press et
al. [5] was used to reconstruct optical properties from the normalized reflectance data.
The Levenberg-Marquadt algorithm from the MATLAB® software package was used for

the study in Section 3.4.3.

3.4.1 Partial diffusion theory solution

Although the DT, , solution has been demonstrated to be the least accurate of the three
expressions discussed in Section 3.1, it was the first published closed-form solution
which led to straightforward separation of optical properties of scattering media. It was
therefore the technique initially investigated in our laboratory.

A series of experiments was conducted in order to calibrate the instrument and
determine its sensitivity to changes in sample absorption and scattering and to
determine the range of optical properties for which accurate fits to the experimental
data are possible. In these trials, optical phantoms were prepared which consisted of
a scattering solution and known quantities of chromophore. The phantoms were
prepared to simulate tissue scatiering properties reported in the literature [6]. The
porphyrin manganese meso-tetra (4-sulfanatophenyl) porphine (MnTPPS) was used as
an absorber because of its high water solubility and lack of fluorescence.

Absorption spectra of a phantom consisting of 1.25% Liposyn-I1 {Abbott
Laboratories, North Chicago, IL) and varying concenirations of MnTPPS are shown in

Figure 3.13. Data for each spectrum were collected over the wavelength range 510 nm
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Figure 3.13  Background-subtracted absorption spectra (data points) of several
concentrations of Mo TPPS in 1.25% Liposyn-II reconstructed from diffuse reflectance
measurements. The error bars represent the standard deviation of the fitted vaiues of
1. The standard deviation in the diffuse reflectance data points used in the fitting
algorithm. resulted from assuming Poisson counting statistics to determine the
uncertainty in the counts read from the CCD camera. The lines are absorption spectra
from spectrophotometer measurements of non-scattering samples with amplitudes
scaled to provide the best fit to the data. The single linear fitting parameter reveals the
concentration of MnTPPS in the phantom. Actual concentrations of MnTPPS range
from 0.15 pM fo 1.25 nM.
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to 670 nm in a single acquisition. The points are the absorption coefficients (p,)
returned by fitting Equation 3.1 using the DTy, solution with A=1.00 to radialiy-
resolved diffuse reflectance measurements following subtraction of the background
absorption of the lipid emulsion, which was obtained prior to the addition of MnTPPES.
The error bars in Figure 3.13 represent the standard deviations of the fitted values of
n, returned by the Levenberg-Marquadt fitting algorithm. Absorption spectra acquired
from samples of MoTPPS in non-scattering agueous solution in a conventional
spectrometer were then fit to the data points with the amplitude of the spectrum as a
linear fitting parameter. The solid lines in Figure 3.13 indicate the best fits of these
“cuvette” spectra to the absorption coefficients calculated from diffuse reflectance
measurements. Ifthe concentration of the solution used to obtain the cuvette spectrum
is known, then the fitting parameter enables one to determine the absolute
concentration of MnTPPS in the phantom. This method was used to quantitatively
evaluate the absorption coefficients returned by fitting Equation 3.1 to the diffuse
reflectance data over the range of concentrations used in these experiments. A total of
34 measurements were made with MnTPPS concentrations ranging from 7.8 oM to
13.8 uM.

The accuracy of the MuTPPS concentration determined in this way is Hlustrated
in Figure 3.14a - 14d. In these plots, the data points represent the concentration of
MnTPPS in the phantom obtained by fitting the cuvette spectrum to the absorption
spectra reconstructed from radial diffuse reflectance measurements. The solid lines
indicate the actual MnTPPS concentration in the phantom as determined by the
volume of 0,780 mM MnTPPS stock added to the phantom. The upper and lower lines

indicate the limits of error in the actual concentration due to measurement
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Figure3.14 Theactual(solid lines)and fitted (data points) concentrations of MnTPPS
in a 1.25% Liposyn-II phantom. The upper and lower solid lines indicate the range of
uncertainty in the actual MnTPPS concentration due to 1.0% uncertainties assigned
to the miropipettes and graduated cylinders used to prepare the phantom. Fitted
concentrations were determined by fitting “cuvette” spectra of MnTPPS to absorption
spectra reconstructed from diffuse reflectance measurements. The maximum value of
n, {(at A = 560 nm) in the reconstructed absorption spectra ranges from 2.5x10°% to
2 5x10* mm (panel a), 7.0x10% t0 4.0x10° mm (panel b), 5.0x10° to 3.5x10* mm™

(panel ¢). Panel d illustrates the full range of concentrations used in the experiments.
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uncertainties of 1.0% associated with the pipeties and graduated cylinders used in the
phantom preparation.

The smallest concentrations, for which the fit is most inaccurate, correspond to
changes in n, less than or equal t0 0.0001 mm™ above the background absorption of the
Liposyn-II phantom near the 560 nm absorption maximum of MuTPPS (Figure 3.14a).
This appears {o be the approximate Limit of the sensitivity of the current instrument
te changes in p, and is in agreement with the Monte Carlo results presented in Section
3 1. After this threshold is exceeded, the returned concentration is quite accurate
(Figure 3.14b). The first six points plotted in Figure 3.14b correspond to the absorption
spectra illustrated in Figure 3.13. The maximum absorption coefficient for these
spectra (at A = 560 nm) ranges from ~0.0003 mm™ to ~0.003 mm™. As the transport
albedo decreases with the addition of absorber, there is a tendency for the fitled
concentrations to become systematically low by approximately 10% relative to the
actual concentration present in the phantom Figure 3.14c.

Recall that the Monte Carlo results presented in Figure 3.4 for y, = 0.01 mm”
and 1, = 1.00 mm™ indicated that the fitted value of p, was approximately 13% high
for a minimum source-detector separation greater than approximately 1.0 mm.
Experimentally, the returned value for p, is systematically low, a result which was
obtained by fitting with Monte Carlo data which included reflectance from source-
detector separations less than 1 mfp’. It is possible that this discrepancy may be
explained by the fact that the source and detection fibers have finite diameters of 0.4
and 0.2 mm, respectively. In addition, the optical fibers have a numerical aperture of
0.22 rather than the idealized pencil beam assumed for the Monte Carlo simulations.

These factors may combine to yield an effective minimum source-detection fiber
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separation of less than 1.00 mm, thus placing our pxperiment in the regime where
returned values for p, are systematically low. Of course, this is just one possible
explanation. Another explanation might be based on the assumption of an index-
matched boundary, which is eertainly questionable. Our experience has been, however,
that values of A other than 1.0 result in increased errors in the values of both p, axnd
.’ returned by fitting the DTy, expression to reflectance data collected with our
experimental probe.

When examined over the entire range of concentrations used in these
experiments (Figure 3.14d), our data indicate that changes in the absorption coefficient
relative to the subtracted background spectrum are determined to within 10% accuracy
for transport albedos >0.983, provided a threshold change in absorption over
background of approximately 0.0001 mm™ is exceeded. This correct estimation of the
absorption coefficient relative to a constant background absorption is again consistent
with the Monte Carlo results presented in Section 3.1.

Figure 3.15 illustrates the transport scattering spectra of the same phantom
used io obtain the absorption spectra in Figure 3.13. As in the previous case, each
scattering spectrum represents a fit of Equation 3. i to a diffuse reflectance
measurement made after the addition of a known quantity of MnTPPS to the phantom.
Of course, one would not expect the scattering properties of the phantom to change
when a relatively small amount of pure absorber is added to the system. In fact, as
suceagsive amounts of MnTPPS are added, the scattering spectrum is not sigoificantly
altered. Indeed, all of the spectra are within experimental uncertainty of one another
(error bars have been omitted in order to increase the clarity of the plot).

In an effort to evaluate the quantitative accuracy of the scattering coefficients
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Figure 3.15  Scattering spectra of a 500-ml 1.25% Liposyn-II phantom determined by
fitting Equation 3.1 to radially-resolved diffuse reflectance measurements. Each
separate line represents the scattering spectrum after the addition of various
concentrations of MoTPPS ranging from 0.15 M to 1.25 pM. The spectra are all

within one measurement standard deviation of one another.
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returned by Stting the DTy, solution to radially-resolved diffuse reflectance data, a
gseries of phantoms was prepared consisting of 500 ml of distilled water and varying
amounts of an aqueous suspension of 0.519 pm-diameter polystyrene microspheres
(Duke Scientific, Palo Alto, CA}, The density of scatterers was varied from 1.58 x 101°
mllt0 2.79x 10 mi*in these'experiments. Figures 3.16a through 16d illustrate the
transport scattering spectra predicted by Mie theory for four suspensions of 0.518-pm
diameter non-absorbing spheres in the wavelength range of 500 - 825 nm, along with
the measured values of p’ obtained from the phantom using our diffuse reflectance
spectroscopy system. InFigure 3.16a, the experimental and theoretical spectra possess
the same wavelength dependence and are in excellent quantitative agreement. This
corresponds to the maximum density of scatterers used in this experiment. As the
density of scatterers is decreased (Figures 3.16b - 16d), the fitted transport scattering
coefficients become increasingly large with respect to the theoretical prediction.

It is possible that this may again be understood in ferms of the minimum source-
detector separation used in the acquisition and analysis of these data. For each of the
panels in Figure 3,16, p,,;, was equal to 1.0 mm. In Figure 3.16a, the actual transport
scattering coefficients are in the range of 0,75 - 1.0 mm ™, corresponding to transport
mean free paths of approximately 1.3 - 1.0 mm. Thus, since p,;, is on the order of 0,75 -
1.0 mfp’ one would expect the experimental data to yield the correct optical coefficients.
As the density of scatterers decreases, the transport mean free path associated with the
phantom becomes as large as 2.4 mm (Figure 3.16d). As a result, p,., becomes
increasingly small with respect to the transport mean free path (as small as 0.4 mip’
in Pigure 3.16d), and the transport scattering coefficient is correspondingly

overestimated.
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Figure3.16 The scattering spectra of a phantom containing 500 ml H,0 and varying

amounts of 0.519 um-diameter polystyrene microspheres in aqueous suspension. The

cmooth lines indicate the transport scattering coefficient as predicted by Mie theory.

Noisy lines are fitted values of 13, from experimental diffuse radial reflectance data.

The density of scatterers decreases from 2.79 x 10" ml* in panel (a) to 1.58 x 10 ml?!

in panel (d).
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3.4.2 Full diffusion theory solution
The tissue-simulating phantoms utilized in these studies were designed to examine the
accuracy of the absorption and transport scattering spectra obtained from diffuse
reflectance measurements in the near-infrared (~650-950 nm) spectral region. In these
phantoms, 0.519 pm diameter polystyrene latex microspheres (Duke Scientific, Palo
Alto, CA, USA) were added to 450 ml of distilled water to achieve a number density of
2.8x10' spheres/ml. The transpori scattering coefficient of the resulting suspension
caloulated by Mie theory ranged from ~1.1 mm™ (=650 nm) to ~0.8 mm” (A=950 nm).
This scattering solution was placed in a cylindrical beaker 80 mm in diameter, resulting
in a phantom depth of approximately 75 mm. Varying amounts of MnTPPS were
subsequently added to these phantoms in order to compare the absorption spectrum
reconstructed from reflectance measurements to the absorption spectrum of MnTFPS
obtained from nonscattering solutions in a conventional spectrophotometer. Amagnetic
stirring rod was placed in the beaker, and the phantom was stirred continuously.
The solid line in Figure 3.17 is the absorption spectrum reconstructed using the
DT, solution from reflectance data obtained from a polystyrene sphere/distilled water
phantom with no additional chromophores. The smooth dashed line in Figure 3.17
represents the absorption spectrum of water measured by Kou ef al. [7]. It should be
emphasized that this line indicates the absolute absorption coefficient of water and is
not a fit. Since the phantom is 99.998% water by volume, one would expect iis
absorption spectrum to be nearly identical to that of water, and this is reflected in the
experimental data. The uppermost dotled line in Figure 3.17 illustrates the results of
fitting the same reflectance data to the DTy, solution with A=1.0. Note that the shape

of the water spectrum is reproduced with reasonable accuracy, but the absolute
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Figure 3.17 The absorption spectrum reconstructed by fitting the DTy, solution to

reflectance measurements (solid line) of a tissue-simulating phantom comprised of

0.519 um diameter polystyrene spheres diluted in distilled water to a density of 2.8 x

10 spheres ml”. The smooth dashed line (- -~ -) is the absolute absorption spectrum

of water (not a fit) as measured by Kou ef al. The uppermost dotted line illustrates the

results of fitting the same reflectance data (corrected for fiber-to-fiber crosstalk) with
the DT, solution using A=1.0. The lower dotted line illustrates the DTy, solution to

the data before correcting for the effects of fiber-to-fiber crosstalk.
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magnitudes of the fitted absorption coefficients are too large. The lower dotted line in
Figure 3.17 illustrates the resulis of fitting the SSDR data, uncorrected for the effects
of fiber-to-fiber crosstalk, with the DT, solution. As the crosstalk effects increase in
severity in the NIR, the fitted values of y, deviate increasingly from the accepted
absorption spectrum at longer wavelengths. Thus, use of the DTy, so}ution and
crosstalk correction results in a significant increase in accuracy in the final absorption
spectram.

Figure 3.18 depicts transport scattering (upper panel) and absorption (lower
panel) spectra reconstructed from the same set of reflectance data using various values
of A. The value of A used in the fits varied from 2.52, which is the theoretical value for
an air-water interface, to 1.00. Interestingly, the reconstructed scattering coefficient
is more sensitive to A than is the absorption coefficient. The top noisy line in the upper
panel is the seattering spectrum computed for A=2.52, and succeeding lines correspond
to A=2.0, 1.5, and 1.0, respectively. The smooth line at the bottom is the scattering
gpectram predicted by Mie theory. The spectrum computed with A=1.00 matches Mie
theory most closely, but the scattering coefficients are still overestimated by
approximately 15%. The reconstructed absorption spectra do not change significantly
as A is varied. These spectra suggest that it may be best to assume an index-matched
interface when performing reflectance spectroscopy with the current plastic probe.

As a second validation step, four aliquots of a concentrated aqueous solution of
MnoTPPS were added to the phantom, resulting in MnTPPS concentrations ranging
from 10.8 to 43.6 uM. Diffuse reflectance data were collected after the addition of each
suceessive aliquot. Figure 3.19 depicts the reconstructed absorption spectrum after

subtraction of the background absorption (Figure 3.17). The lines in Figure 3.19 are
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Figure 3.18 Transport scattering (upper panel) and absorption (lower panel) spectra
reconstructed with the DT, solution from reflectance measurements of a phantom
comprised of 0.511 um diamter polystyrene spheres diluted in distilled water to a
density of 3.89x10" spheres/mL. The value of the internal reflection coefficient (A) used
in the fits varied from 2.52 (top noisy line in the upper panel) to 1.00 (bottom noisy line

in the upper panel).
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Figure 3.1% Absorption coefficients (data points) reconstructed from SSDR
measurements of a polystyrene sphere phantom {p=2.8 x 10"’ spheres mi™) to which
varying concentrations of MnTPPS were added. The absorption spectrum of the
scattering phantom alone was measured prior to the introduction of MnTPPS and has
been subtracted from these data. The spectra have been smoothed by averaging every
three data points. The error bars on the averaged data points were obtained from
propagation of the uncertainties in in the fitted values of n, at each averaged
wavelength. Solid lines are least squares fits of the MnTPPS absorption spectrum
measured in a nonscattering solution in a conventional spectrophotometer to the

background-corrected SSDR spectra.
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least-squares fits of the MnTPPS absorption spectrum measured in a nonscattering
solution in a conventional spectrophotometer to the background-corrected SSDR
spectra. The only parameter used in these fits was a linear scaling factor, which was
used 1o determine the fitted MnTPPS concentration. The actual and fitted MnTPPS
concentrations are presented in Table 3.1. It can be seen from these data that the
reconstructed absorption spectrum matches the shape of the known absorption
spectrum quite accurately and that the magnitudes of the fitted concentrations are

accurate to within =4%.

3.43 P;solution

A final series of phantoms was designed to test the accuracy of the P, solution at low
albedos. In this series of phantoms, MnTPPS was again used as an absorber in the 500
nm sAs650 nm wavelength region. The scatterers were 0.511 pm diameter polystyrene
spheres diluted in 400 mi of distilled water to a number density of 8.2x10™ spheres/ml.
Successive aliquots of MnTPPS were added to the phantom to achieve maximum
absorption coefficients ranging from 0.01 mm™ to 0.65 mm™.

The experimental probe used in these studies differed slightly from the probe
described in Section 3.3.2. This probe consisted of a linear array of 100-um diameter
detection fibers arranged at distances of (.43 mm to 9.563 mm from a 200-pm diameter
source fiber. Since this probe did not contain a central calibration fiber, calibration
data were obtained by illuminating the probe with light from an optical fiber
terminated with a gradient index lens, which provided a beam with an intensity profile
uniform to +0.5% across the region which illuminated the probe. The calibration beam

was passed though an optical diffusing plate placed directly in front of the linear
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Actual [MnTPPS] (uM) Fitted [MnTPPS] (uM)
108 +0.2 10.55 £ 0.03
21603 21.16 + 0.06
324205 31.56 = 0.09
43.6 + 0.6 41.82+0.12

Table 3.1 The actual and fitted concentrations of MnTPPS in the phantoms
depicted in figure 2. The magnitudes of the fitted coneentrations are accurate towithin

+4%.
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detection array. The diffusing plate served to randomize the direction of the light
incident on the linear array, analogous to the situation encountered during &
reflectance measurement.

Sample absorption speetra reconstructed from a single measurement in this
series are depicted in Figure 3.20. The solid line in Figure 3.20 indicates the actual
phantom absorption spectrum computed from the “cuvette” spectrum of MnTPPS and
the known Mo’ TPPS concentration used in the phantom. The open circles indicate the
absorption coefficients reconstructed from the reflectance data using the DT, solution
with p,=1.1 mm and p,,,=3.75 mm, which was the largest source-detector separation
for which uncertainties in the reflectance data were less than approximately 10%. The
solid squares indicate the absorption coefficients reconstructed from the P, solution
with p_;,=0.43 and p,,,=3.76 mm. Similarly, in Figure 3.21, theoretical transport
scattering spectra calculated from Mie theory (solid line), the transport scattering
gpectrum reconstructed using the DT, solution (open circles) and P, solution (solid
squares) are shown. Several interesting features are present. First, for absorption
coefficients larger than approximately 0.1 mm, the diffusion theory solutionincorrectly
inverts the shape and magnitude of the absorption and transport scattering spectra.
fhis sharp transition in the magnitude and direction of error in the fitted optical
properties in the diffusion theory solutions was illustrated in Section 3.2. It is evident
here in the experimental data as well. Secondly, it can be seen that the abserption
coefficients reconstructed from the P, solution are systematically low for A>580 nm, and
are systematically high for 1<580 nm. These errors are inverted in the scattering
spectrum, where 1," is systerhaticaﬁy high for A>580 nm and systematically low for

A<B80 nm. It is suspected that these deviations are again due to the approximate
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Figure 3.20 Absorption spectra reconstructed from a reflectance data collected from
a phantom of MnTPPS in an agueous suspension of 0.511 pm diameter polystyrene
spheres. The solid line is the actual phantom absorption spectrum, computed from the
“cuvette” spectrum of MnTPPS and the known MnTPPS concentration. The open
circles are result from fitting the DTy, solution with p_, = 0.432 mm and p,,,,=3.75 mm.

The solid squares results from fitting the P, solution with identical values of p,,;, and

pmﬁx'
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Figure 3.21 The theoretical transport scattering spectrum caleulated from Mie theory
(solid line) for the phantom described in Figure 8.20. The open circles are the transport
scattering coefficients reconstructed using the DTy, solution and the solid squares are

the transport scattering coefficients reconstructed using the P, golution.
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nature of the P, fitting function implemented in this chapter, since we have observed
this “crosstalk” between scatiering and absorption coefficients in the past when the
diffusion theory fitting function was not completely correct. A thorough evaluation of
the full P, solution will be the subject of future investigations. It is also possible that
these deviations result from inaccuracies in the values assigned to y and 8. For the fits
described here, y=1.85 and 5=2.6 were assumed; these values have been optimized for
the Henyey-Greenstein phase function. |

A summary of concentrations resulting from fits of the MnTPPS “cuvette”
spectrum to absorption spectra reconstructed from reflectance measurements in this
series of experiments is presented in Figure 3.22. The line indicales the actual
MnTPPS concentration, the solid squares are the concentrations resulting from fits to
absorption spectra reconstructed with P, theory, and the open circles are the
concentrations resulting from fits to absorption spectra reconstructed with diffusion
theory. The actual concentrations ranged from 4.2 — 251.0 mM, which correspond to
maximum absorption coefficients of 0.01 - 0.65 mm™?. For concentrations < 10 mM,
both theories gave concentrations in error by more than 15%. This is because the
largest source-detector separation in the P, reflectance probe is ~9 mm, which is too
small a source-detector separation to sufficiently resoclve the small absorption
coefficients present in these samples. For concentrations larger than 10 mM, the fitted
P, concentrations are accurate to #11%, while the diffusion solution significanily
underestimates (5 mM s [MaTPPS_ ... < 35 mM) or overestimates (70 mM <
[MaTPPS, . < 115 mM) the conceniration. For concentrations larger than 200 mM,
which correspond to maximum absorption coefficients larger than 0.5 mm™, the P,

solution is the only trustworthy estimator of the MnTPPS concentration, since the
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Figure 3.22 Concentrations resulting from fits of the MnTPPS “cuvette” spectrum to

absorption specira reconstructed from reflectance measurements of a phantom

comprised of an aqueous suspension of polystyrene spheres and various concentrations
of MnTPPS. The line indicates the actual MaTPPS concentration, the solid squares are

the concentrations resulting from fite {o absorption spectra reconstructed with Py

theory, and the open circles are the concenfrations resulting from fits fo absorption

gpectra reconstructed with diffusion theory . The maximum absorption coefficient of
the phantoms ranged from 0.01 mm™ ((MnTPPS] = 4.8 mM) to 0.6 mm™ (MnTPPS] =

256.8 mM). There are no diffusion theory data points for the two largest concentrations

because the diffusion theory spectra failed in the manner illustrated in Figures 3.20

and 3.21.
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diffusion theory analysis fails in the catastrophic manner depicted in Figures 3.20 and

3.21.

3.5 Summary

The validation experiments déscribed in this chapter have demonstrated that the DTy,
solution is capable of reconstructing absorption and transport seattering coefficients of
turbid media with accuracies of 10% or better when the transport albedo is greater than
approximately 0.98. With the exception of the case of an index-matched boundary, the
DT, solution has been shown to generate optical coefficients which are inaccurate and
gensitive to the exact value of p_,. However, if the condition of an index-matched
interface is assumed, the DT}, solution can serve as an accurate indicator of changes
in the absorption coefficient, again provided the transport albedo is greater than 0.98.
In the case of small albedos, both diffusion theory solutions fail to yield accurate optical
properties. The P, solution, however, returned fitted absorption and transport
scattering coefficients which are aceurate to x10% for albedos as small as 0.59.

The sensitivity of the P, solution to the precise value of y and & is an issue which
mugt be explored further. A more detailed investigation of the effects of the finite
diameters and numerical apertures of the delivery and detection fiber optics on the

reconstructed optical properties would also be interesting and potentially useful.
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CHAPTER 4

Quantitative Near-infrared Spectroscopy of Tissue-
Simulating Phantoms Containing Erythrocytes and

Mitochondria

4.1 Introduction

In vivo near infrared spectroscopy (NIRS) has attracted sustained interest as a
technique for noninvasive monitoring of quantities such as oxyhemoglobin (HbO,) and
deoxyhemoglobin (Hb) concentration, hemoglobin oxygen saturation (5Q,), and the
concentrations or redox states of other chromophores with appreciable NIR extinction,
particularly water and cytochrome ¢ oxidase [1-3]. As the field has evolved, various
schemes have been developed and refined to analyze NIR reflectance or fransmission
data to correct for the effects of scatter. For example, optical diffusion theory may be
employed to directly determine tissue transport scattering and absorption coeflicients
from time-resolved measurements of the remitted portion of a short (~1 ps) laser pulse
[4.6]. These time-domain spectroscopic technigues have found wide applicability in
laboratory research settings [7,8], and significant efforts are currently being directed
toward development of time-resolved instruments for low-resolution tomographic
imaging of intrinsic and exogenously administered sources of optical contrast. Despite

the utility of time-domain methods, the technology involved is the most expensive of the
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NIRS techniques and is perhaps the least easily adapted for routine clinical use,

Similarly, diffusion theory may be utilized {0 determine n, and p, from phase
and amplitude measurements of the reflectance originating from an incident intensity-
modulated beam [9,10]. These frequency-domain techniques have also been widely
used for in vivo spectroscopy [2,11,12], and commercial instruments for bedside
monitoring are presently available. Present implementations of time- and frequency-
domain measurements suffer, however, from the limitation of exploiting only a small
number (2-6) of laser diodes, yielding at most 6 absorption coefficients from which fo
extract the desired chromophore concentrations. Typicalinstruments employ 4 discrete
wavelengths, in principle allowing determination of HbO,, Hb, water, and cytochrome
¢ oxidase concentrations. Such a completely determined calculation is sufficient for
monitoring of these species in the case of an ideal measurement, but in cases where
data have a signal-to-noise ratio which precludes accurate quantitation of weakly
absorbing species or are contaminated by the presence of other chromophores, a
completely constrained system is of less value,

Continuous-wave transmission measurements such as those first used by Jébsis
and more recently refined by Delpy, Chance, and others, have traditionally functioned
primarily as trend indicators because of the inability of these techniques to properly
separate the effects of absorption and scattering in the attenuation measurement. Such
continuous wave techniques can be used to quantitatively monitor n, provided the
scatlering spectrum is known a priori. In these cases, changes in the absorption
coefficient are typically calculated using a modification of the Beer-Lambert law in
which a differential pathlength factor {(dpf) is introduced to account for the increased
effective optical pathlength in tissue due to scattering {13]. Substantial effort has been

directed toward time- and frequency-domain measurement of these correction factors
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for various tissue types, particularly the adult and neonatal brain [14,15]. The low cost
and ease of use of these continuous wave techniques has led to the development of a
number of laser-diode based instruments which are now commercially available (e.g.
NIRO 500®, Hamamatsu Photonics, Hamamatsu Cify, Japan; and Inves 3100®,
Somanetics, Inc., Troy, MI, USA). The differential pathlength factors employed in the
algorithms used by these instruments must be applied judiciously, however, since the
tissue scattering coefficient is subject to patient-to-paiient variability based on changes
in such factors as temperature, water concentration, and glucose concentration {16-18].
More importantly, the dpfis also a nonlinear function of the absorption coefficient (3],
a fact which can potentially lead to significant error in 1, in cases of large changes in
tissue blood volume or water content which may occur with hemorrhage or edema,
respectively [19]. Clinicians have begun to publish studies in which these instruments
are used [20-22], and in some cases, these studies closely approach the above
limitations,

An ideal in vive NIR spectroscopy instrument would utilize relatively
straightforward and inexpensive technology to allow rapid measurement of tissue
absorption and scattering specira over a broad wavelength range, thus allowing the use
of muliivariate analysis techmiques to more accurately ascertain the exact
concentrations and species of contributing chromophores. This is of particular
importance in situations where other hemoglobin species such as ferric hemoglobin,
carboxyhemoglobin, or fetal hemoglobin may be present [23,24]. Broadband data would
also be useful in instances where the chromophores contributing to the non-hemoglobin
background spectrum are not known a priori, such as testing for the presence of
exogenously administered photosensitizers {25,26],

Chapter 3 described the design and implementation of a steady-state, white-
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light diffuse reflectance spectrometer for the determination of absorption and transport
scattering spectra of highly scattering media in a tunable 164 nm spectral window. It
was demonstrated that, using optical diffusion theory, both the scattering and
absorption spectra of optically turbid media could be measured to 10% accuracy
provided an appropriate range of source-detector separations (~1-20 mm) was employed
and the transport albedo was sufficiently large (=0.983). In this chapter, steady-state
diffuse reflectance spectroscopy (SSDRS) is used to measure the NIR absorption
spectrum of tissue-simulating phantoms containing intact human red blood cells at
various oxygen partial pressures (p(),). These spectra are fitted with either a nonlinear
least squares or a singular value decomposition (SVI) fitting algorithm to determine
S0,. 'The accuracy of these S0, values is assessed by comparing the estimated
saturations with those predicted by published parameters describing the hemoglobin
oxygen dissociation curve for the experimenial temperature and pH {33]. In addition,
the ability of the SVD algorithm to reconstruct the low-level background absorption
spectrum not originating from hemoglobin or water without a priori assumptions
regarding its speciral features or absolute magnitude is investigated. This technique
is used to reconstruct the absorption spectrum of a combination of weakly absorbing
chromophores added to a scattering phantom containing red cells.

In many tissues, the most significant contributors to this non-hemoglobin
absorbing background are mitochondrial cytochromes. The final section of this chapter
presents preliminary measurements of phantoms containing erythrocytes and
mitochondria. In the visible region of the spectrum, it is demonstrated that it is
possible to reconstruct the absorption spectrum and oxidation status of mitochondrial

cytochromes in the presence of physiologically relevant concentrations of hemeglobin,
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4.2 Materials and Methods

4.2.1 Phantom Preparation

The tissue-simulating phantoms utilized in these studies were used to validate the
absorption and transport scattering spectra obtained from diffuse reflectance
meagurements in the near-infrared (~850-950 nm) spectral region. In these phantoms,
0.519 pm diameter polystyrene latex microspheres (Duke Scientific, Palo Alto, CA,
USA) were added to 0.9% saline buffered to pH=7.4 with 0.05 M Trizma (Sigma, 5t.
Louis, MO, USA) to achieve a number density of 2.8x10'® spheres/ml. The transport
scattering coefficient of the resulting suspension (calculated by Mie theory) ranged from
~1.1 mm? (A=650 nm) to ~0.8 mm™? (A1=950 nm). This scattering solution was placed
in a cylindrical beaker 80 mm in diameter, resulting in a phantom depth of
approximately 75 mm. Intact buman erythrocytes were subsequently added to this
seattering sohition.

Red blood cells were prepared from blood drawn from healthy, non-smoking
volunteers. The whole blood was washed with isotonic saline and centrifuged (2000 g,
after which the supernatant was decanted. This process was repeated until the
supernatant was clear (~3 times). Red cells were then added to each phantom to
achieve a volume fraction of 1.6%, typical of physiologic conditions assuming a 4.0%
blood vohume and 40% hematocrit. In one case, a small concentration (1.9x 107 plmi™)
of India ink (Fberhard Faber, Inc., Lewisberg, TN, USA) was added to the phantom
prior to the addition of red blood cells. The phantoms were deoxygenated by the
addition of a trace amount (-1 cc) of dry bakers’ yeast, allowing the phantom to
gradually deoxygenate over a period of approximately 20-30 minutes. During the

deoxygenation process, the phantom temperature was regulated to 37.0£0.5° C.
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The oxygen partial pressure in the hemoglobin phantoms was continuously
monitored with an oxygen-sensitive electrode (Microelectrodes, Inc., Londonderry, NH,
USA). At the beginning of a given experiment, the electrode was calibrated in an air-
saturated sample of fhe scaftering phantom and in a sample of the phantom
deoxygenated with Na,8,0,. Oxygen partial pressure was then determined from the
electrode current assuming a linear response. 'The calibration procedure was repeated
at the end of an experiment as well to help control for electrode drift. During the
experiment the electrode was placed approximately 5 mm below the surface of the
phantom near the wall of the beaker to avoid interference with the diffuse reflectance
measurement. The mixture was continuously stirred tominimize oxygen concentration
gradients. There was no measurable change in pO, as a function of depth in the

phantom.

4.2.2 Spectral Analysis Techniques

The broadband nature of the spectra recovered from our SSDRS measurement allows
for a number of different mutivariate analysis techniques, including conventional least-
squares methods, principal component analysis, second derivative analysis, and others.
In this work, we have anaiyzed our spectra using nonlinear least squares aﬁd singular
value decomposition algorithms to extract estimates of the concentrations of various
contributing chromophores. Both fitting algorithms were adapted from Press ef al.
(27].

4.2.2.1 Least sguares fitting

In the case of least squares fitting, a linear combination of several known absorption
spectra was fit o the phantom absorption spectrum reconstructed from SSDRS

measurements in order to extract the concentrations of the various component species
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as fitting parameters. A function of the form

B(A) = [HBO el + (HBlE(L)y, + H,0le()y, A

was fitted to the total SSDR abserption spectrum, p(A). In Equation 4.1, the quantities
in square brackets are concentrations of oxy- and deoxyhemoglobin and water, and e(3)
represents the molar extinction coefficients of these species at wavelength . Because
the absorption spectrum of polystyrene is negligible in this wavelength region, the
absorption spectrum of the scattering phantom alone is essentially that of water, which
comprises more than 99.9% of the phantom volume.

Since the absorption spectrum of the scattering phantom may be measured prior
to the introduction of additional chromophores, it is also possible to subtract this
background spectrum prior to least-squares analysis. This is desirable, because the
yeast adds a small but not negligible contribution to the background spectrum. In this
case, the water contribution to Equation 4.1 is omitted from the fit. It should be
emphasized that subtraction of the measured background is used only for validation of
the reconstructed absorption spectrum and is not a necessary aspect of the analysis.
4.2.2.2 Singular value decomposition
A thorough development of SVD is beyond the scope of this discussion. Press ef al.
[271and Hull and Foster {281 provide introductory discussions and references to more
detailed treatments of this subject. In brief, SVD provides the best least-squares fit of
a linear combination of basis spectra to a set of data while simultaneously minimizing
ambiguous combinations of basis spectra which do not significantly contribute to the
reduaction of the ¥* goodness-of-fit statistic. This is accomplished by a matrix inversion
technique which eliminates the smallest “singular values” of the design matrix, the

columns of which are proportional o the basis spectra. Asillustrated in the uppermost
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spectrum of Figure 4.8, the rms noise in absorption. coefficients reconstructed from
SSDRS measurements of phantoms containing hemoglobin is typically on the order of
2.5%. 'Thus, in the fits described here, singular values less than 0.025 S, are
eliminated, where S __is the largest singular value of the design matrix. Becauseitis
not generally possible to have a priori information regarding the exact magnitude and
shape of the background absorption spectrum, we use SVD to it the 164 nm SSDR
absorption spectrum to a function of the form

Ila(}»} = EHB(}“) [Hb) +eHb\02(A‘) iHbOgi +€H20(}") [HQCE *
A+ i B, ces( —m;'(l ;ki)) + Cnsin( Rl 4 @ ml’-))} , (4.2)
r=1

F oM A’f'A;‘

where the top line is identical to Equation 4.1, and the bottom line is an expansion of
the absorption background not originating from hemoglobin or water as a linear
superposition of sines and cosines. Here, m is the number of cosine and sine terms
included in the expansion, A, B_, and C, are the expansion coefficients, and A, and A,
are the final and initial wavelengths in the data set.

Since oxy- and deoxyhemoglobin and water are presumed {o be the dominant
phantom chromophores in the near<infrared, the ampiitudes of these basis spectra are
weighted by a factor of 15 relative to the individual sine and cosine ferms. These
weighting factors are motivated by the fact that, in the spectral region of interest, the
magnitude of absorption due to hemoglobin is roughly two times that of water and 30
times that originating from background chromophores, While the success of the
algorithm depends on hemoglobin and wéter being appropriately weighted relative to
the Fourier components, it is our experience that good results can be obtained if the
exact values of the weighting factors deviate as much as 20% from those stated here.

The algorithm can be made more robust by performing a preliminary two-component
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least squares fit (fe., fitting a simple sum of the absorption speectra of oxy- and
deoxyhemoglobin) to the full SSDRS absorption spectrum in order to obtain a crude
initial estimate of 80, This initial SO, estimate may then be used to more
appropriately divide the total hemoglobin weighting factor {(80) among the oxy- and
deoxyhemoglobin contributions. In this case, the oxyhemoglobin weighting factor is
30 - 8O, and the deoxyhemoglobin weighting factor is 30 «(1-SO,).

4.2.2.3 Computation and verification of hemoglobin oxygen saturation

After the phantom Hb and HbO, concentrations are determined from either of the

above analysis techniques, it is straightforward to calculate SO, via

[Hb0,]

Rl —— 4.3
>~ THp1+ (Hb0;) 43)
Tt is well known thai the hemoglobin oxygen dissociation curve is sigmoidal in shape

and may be expressed mathematically as

O n
S0, - —22 | 4.4
Psg” +pOy”

where pO, is the oxygen partial pressure, p;, is the oxygen partial pressure at which
hemoglobin is 50% saturated, and n is a dimensionless parameter known as the Hill
coefficient. By fitting Equation 4.4 to 8O, values determined from SSDR spectra, n and
p,, may be extracted as fitting parameters. These fitted values may then be compared
to literature values for n and p,, for hemoglobin in the native chemical environment of
the red cell and at the temperature and pH corresponding to experimental conditions.
In this way, the validity of the SO, estimates determined from SSDRS data may be

assessed.
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4.3 Resulis and Discussion

4,3.1 Hemoglobin Reference Spectra

Accurate Hb and HbO, reference spectra are essential for quantitatively accurate
assessment of SO, from in vivo NIRS measurements. Several NIR hemoglobin
absorption spectra have been published in recent years, most notably those of Wray ef
el. [29] and Cope {30]. The Cope data are also tabularized by Matcher ef of. {31]. In
both of these reports, the hemoglobin was prepared from lysed red cells. 1t is possible
that organic phosphates present in relatively high concentrations in the red cell may
alter the hemoglobin absorption spectrum. It is also possible that chromophores other
than hemoglobin present in red cells may contribute weakly to the cells’ NIR absorption
spectrum. For these reasons, we first compared our SSDR absorption spectra to those
of Wray ef al. and of Cope.

In Figure 4.1, reconstructed SSDR absorption spectra in the 650-950 nm
spectral region are presented. The measured background absorption specirum of the
polystyrene sphere phantom (in the oxygenated case) or the polystyrene spheretyeast
phantom (in the deoxygenated case) has been subtracted from these data, and the
spectra have been smoothed and the error bars assigned in the same manner described
in Section 3.4. The solid lines in Figure 4.1 represent the best fit of the specira of Cope
to these data. The dashed line in Figure 4.1 represents the best fit of the
oxyhemoglobin spectrum of Wray ef al. to the SSDR spectrum corresponding to the
oxygenated case. The inset is a magnification of the region near the isosbestic point of
the two spectra, reporfed to be 798 nm by Wray ¢t al. and Cope. It can be seen that
while the SSDR spectrum for the deoxygenated case is in very good agreement with the

results of Cope, the SSDR spectrum for the oxygenated case deviates from Cope’s
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Figure 4.1 Absorption ecefficients reconstructed from SSDRS measurements (data

points) of a phantom comprised of polystyrene spheres and intact red blood cells. The

volume fraction of red cells was 0.7%. The data have been smoothed and the error bars

assigned as described in Section 8.4, Two cases are illustrated: air-saturated oxygen
conditions (circles) and after full deoxygenation by addition of ~ 1 cc dry bakers’ yeast
(diamonds). The solid lines are the best fits of the oxy- and deoxyhemoglobin spectra
of Cope (ref. [30]) to these data. The dashed line is the best fit of the oxyhemoglobin
spectrum of Wray et al. (ref. {29]) to the SSDR absorption coefficients. The insetl is a

magnification of the region near the isoshestic point of the two spectra (reported to be
798 nm by both Cope and Wray et al.)
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results but is in nearly exact agreement with the exyhemoglobin spectrum of Wray et
al. The deoxyhemoglobin spectrum of Wray ef al. is nearly indistinguishable from that
of Cope and is therefore not included in Figure 4.1. For this reason, in the following
analysis where fits to SSDRS data are performed, we use the oxyhemoglobin spectrum
of Wray ef al. and the deosyhemoglobin spectram of Cope. 1t seems unlikely that a NIR
absorbing chromophore is present in the red cell which would contribute an oxygen-
dependent absorption spectrum having a magnitude comparable {o the deviations
shown in Figure 4.1, particularly since hemoglobin is known to comprise 92% of red ceil
solids [32]. Therefore, in the following discussion, we assume that the SSDR specira
in Figure 4.1 represent those of oxyhemoglobin and deoxyhemoglobin in the chemical

environment of the red cell.

4.3.2 Spectroscopy of Erythrocytes; Verification of Reported Saturations

Figure 4.2 presents the results of several SSDRS measurements of a polystyrene
spheres+red cell phantom which was deoxygenated by addition of yeast. The phantom
was continuously deoxygenated over a period of ~20-80 minutes, and SSDR dafa were
aequired as frequently as every 20 seconds. Inthese spectra, the measured background
absorption spectrum of the spheres+yeast suspension has been subtracted from the
SSDRS data. The bottommost spectrum corresponds to an oxygen partial pressure of
95 torr, and the uppermost spectrum corresponds to an oxygen partial pressure of 0.0
torr. The spectra reflect a well-defined isosbestic point near 800 nm, and excellent fits
to the data are possible throughout the entire range of oxygen partial pressures, In
Figure 4.3, the oxyhemoglobin, deoxyhemoglobin, and total hemogiobin concentrations
reported by least-squares fits to the background-subtracted data are plotted as a

function of the measured oxygen partial pressure in the phantom. Note that the fotal
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Figure 4.2 Background-corrected absorption spectra of a polystyrene sphere+red cell
phantom in the 730-880 nm wavelength range. The volume fraction of red cells was
1.6%. The data have been averaged and the error bars assigned as described in Section
3.4. The phantom was deoxygenated by the addition of a small amount of dry bakers’
yeast, and SSDRS data were collected throughout the deoxygenation process at
intervals as frequent as every 20 seconds. Solid lines are best fits of a linear
combination of the oxyhemoglobin absorption spectrum of Wray et el. (ref. [29]) and the
deoxyhemoglobin spectrum of Cope (ref. {301} to the SSDRS data.
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Figure 4.3 The concentirations of oxyhemoglobin (squares), deoxyhemoglobin {(circles)
and total hemoglobin (triangles) determined from the fits illustrated in Figure4.2. The
concentrations are plotted as a function of the oxygen partial pressure in the phantom,

which was measured with an oxygen-sensitive electrode,
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hemoglobin concentration remains constant to within +5% over the full range of oxygen
partial pressures.

In Figure 4.4 the concenirations indicated in Figure 4.3 are plotied as a function
of the oxygen partial pressure in the phantom. The Hill parameters p;, and n were
determined from these SO, values from a linear regression of log,, (SO,/(1-50,)) vs.
log;, (pO,) for all data points between S0,=20% and S0,=80%, as described by Zwart
et al. {33]. The results of this fit are n=2.4210.05, and p.,=21.8+0.9 torr, in good
agreement with the findings of Zwart et al. who reported n=2.4620.05 and
Pep=25.95+1.43 torr. The solid line in Figure 4.4 represents the oxygen disscciation
curve which results from incorporating these parameters into Equation 4.4. Because
the fits to the SSDR spectra are excellent and the Hill parametfers agree well with
literature values, this oxygen dissociation curve will serve as a reference for comparison
to 80, values for spectra from this experiment computed with other algorithms.

The results of fitting Equation 4.1 to the SSDRS data without background
subtraction are depicted in Figure 4.5, where the data points are the uncorrected values
of i, reconstructed from SSDRS measurements. The data have been averaged and the
error bars scaled as described above. The solid lines are the best fits of a linear
combination of Hb, HbO,, and water to these data. Note that incorporating the water
spectrum into the fitting function allows excellent fits to the data over the full range of
gaturations. The oxygen dissociation curve resulting from these three-component fits
to the SSDRS data is depicted in Figure 4.6. The fitted values of the Hill parameters
for these data are n=2.44+0.05 and p.,=23.4+1.0 torr, and the solid line in Figure 4.6
results from substituting these values into Equation 4.4. The dashed line is the best
fit line from Figure 4.4 reproduced for comparison. It can be seen that the oxygen

digsociation eurve obtained from this analysis is very similar to that obtained from a
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Figure 4.4 Hemoglobin oxygen saturations {determined from the concentrations in
Figure 4.2) plotted as a function of oxygen partial pressure. This oxygen dissociation
curve is characterized by the Hill coefficient (n) and p,, Fitted values of these
parameters were obtained from the slope and intercept returned by a linear regression
of log,, (pO,) vs. log,, (SO,/(1-30,)), using data points corresponding fo saterations in
the range of 20-80%. The fit returned values 0fn=2.42+0.05 and p,=21.8+0 9 torr. The
solid line is the dissociation curve which results from incorporating these parameters

into Equation 4.4,



CHAPTER 4. SPECTROSCOPY OF PHANTOMS WITH ERYTHROCYTES 134

0.022 | ‘ ]
~ o020} {f  d=pO,=00tor ]
£ I SErqR .
§ 0.018 | AN
S 0016 |17 NN 9
.g . Wi 1 ;3 o
?’; 0.014 " " g 9 ,%g% 14
5 T N PsstIiant
2 Fibe. L
£ ooz R3isinsiiseisi e :
3 =
2 G010 Q4.8 torr -
0.008 i

740 760 780 800 820 840 860 880
Wavelength (nrm)

Figure 4.5 The same SSDRS absorption spectra depicted in Figure 4.2 but without
subtraction of the background absorption spectrum (essentially that of water). Solid
lines are best fits of Equation 4.1 (including the contribution of water) to these data.
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Figure 4.6 Hemoglobin oxygen saturations determined from fitted Hb and HbO,
concentrations returned from the fits depicted in Figure 4.5 {fits which explicitly
accounted for the absorption of water). Fitted values of the Hill coefficient (n) and pg,
for these data weren=2.4410.05 and p.,=23.4:+1.0 torr. The solid line is the dissociation
curve which results from incorporating these parameters into Equation 4.4. The
dashed line is the dissociation curve from Figure 4.4. The fact that these lines are
nearly identical is an indication that the effects of water absorption are being accounted

for properly over the full range of oxygen saturations.
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two-component fit to background-subtracted data, indicating that the algorithm is

successfully determining the concentration of water in the phantom.

4.3.3 SVD Background Estimation

The SVD algorithm is useful for reconstructing spectra of chromophores whose
contribution to the total absorption spectrum is small compared to more dominant
chromophores such as hemoglobin and water in the near-infrared. In order to test the
ability of SVD to reconstruct the non-hemoglobin background absorption spectrum, a
spheres+red cell phantom was prepared as described above, but with a trace amount
(1.9 x 10® pl mI") of India ink added to create an oxygen-independent “background”
absorption. This background absorption spectrum is illustrated in Figure 4.7 wherethe
data points are the SSDRS absorption coefficients after subtraction of the water
spectrum. The shape and magnitude of this spectrum (1, ., = 0.0006 mm™) are
suggestive of those which might be encountered with cytochrome ¢ oxidase in vivo,
assuming a concentration of 5 uM and an extinction coefficient of 3.0 mM* em™ at
A=830 nm in its oxidized form [34]. The phantom was then deoxygenated by addition
of a small amount of dry bakers’ yeast. As the deoxygenation progressed, S3DR data
were collected at approximately 40 different oxygen partial pressures ranging from
~100 torr to O torr.

Each reconstructed SSDR spectrum collected from thisexperiment was analyzed
with Equation 4.2, using twenty Fourier components (m=10). This allows accurate
modelling of background spectral features which are 17 nm FWHM and excludes
higher frequency noise in the SSDR spectrum from the modelled background spectrum.
The hemoglobin weight factors used in the fit were derived from a preliminary

saturation estimate obtained as described in the methods section. Figure 4.8 depicts
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Figure 4.7 The absorption spectrurn of a small amount of India ink added to a

polystyrene sphere phantom. The ink provides an oxygen-independent “background”

absorption spectrum having a shape and magnitude (p, ..~ 0.0006 mm™) suggestive of

those which might be encountered with cytochrome c oxidase in vivo,
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the resulis of analyzing one of the intermediate spectra in this manner. In Figure 4.8,
the noisy solid lines represent specira reconstructed directly from SSDRS
measurements, and the smooth dashed lines represent SVD estimates of the spectra
of various contributing chromophores. The uppermost solid (dashed) lines in Figure 4.8
represent the measured (fitted) absorption spectrum of the phantom, including
contributions from water, hemoglobin, and ink. The second noisy line from the top
depicts the hemoglobin contribution to the phantom absorption spectrum, i.e., the
spectrum remaining after subtraction of the contributions of water and India ink,
measured prior to the introduction of red cells. The corresponding dashed line indicates
the SVD estimate of the oxy- and deoxyhemoglobin contributions to the measured
spectrum, i.e., the first two terms of Equation 4.2. The third noisy line from the top of
Figure 4.8 represents the measured absorption spectrum of the phantom prior to the
introduction of ink or red cells, which is essentially the absorption spectrum of water.
The corresponding dashed line is the SVD estimate of the water contribution to the full
absorption spectrum, Le., the third term of Equation 4.2. The bottommost noisy line
indicates the absorption originating from ink, i.e., the data depicted in Figure 4.7, and
the corresponding dashed line represents the SVD estimate of the background
absorption spectrum, i.e., the bottom line of Equation 4.2. We observe that the
approximate shape and magnitude of the background spectrum is reproduced in spite
of the fact that no information was supplied to the algorithm regarding its amplitude
or spectral features.

Figure 4.9 depicts the oxygen saturations (open squares) computed from the
concenfrations returned by the SVID analysis as a function of the oxygen partial
pressure in the phantom. Fitting the Hill equation to these data in the manner

deseribed in section 4.3.2 returned values of n=2.85+0.08 and p,,=25.1+0.5 torr. The
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Figure 4.8 The SVD analysis of a single SSDR absorption spectrum from a
polystyrene sphere phantom containing red cells and a small amount of India ink. The
oxygen partial pressure was approximately 25 torr. The noisy solid lines represent
spectra reconstructed directly from SSDRS measurements, and the smooth dashed lines
represent SVD estimates of the spectra of various contributing chromophores, Refer

to the text for a complete deseription of each contributing spectral component.
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dashed line indicates the oxygen dissociation curve calculated from these parameters.
For comparison, the saturations determined by least squares fits to background
corrected spectra are also shown (solid circles). The best fit values of the Hill
parameters for these data were n=2.7820.04 and py,=24.940.5 torr, and the solid line
is the corresponding dissociation curve. The saturations returned by the SVD analysis
are nearly identical to those determined by least squares fits to background corrected
spectra, indicating the SVD algorithm is properly accounting for the presence of the

India ink.

4.3.4 Comparison with discrete wavelength algorithms
A significant advantage of the SSDRS technique described here is the fact that a
spectrum spanning a broad (164 nm) wavelength range is obtfained in a single
acquisition. This fact enables the least-squares and SVD algorithms to extract
estimates of SO, which are more quantitatively accurate and less susceptible to errors
caused by uncharacterized absorbers than SO, estimates returned by discrete
wavelength technigues. To illustrate this, 8O, values were calculated from cur SSDR
data with algorithms utilizing values of u, at two or three discrete wavelengths. These
saturations are compared to those obtained from fits to full background-corrected SSDR
spectra.

{Under the assumption that Hb and HbO, are the only significant absorbers in
the NIR, it is straightforward to show {8] that SO, may be calculated from the ratio of

two absorption coefficients by the formula

Ay Ay Ay o kg
€gp = €xmn (B, T,

A a / A
(fob - Efflwz) * (eifzboz - E;;b) (n, / ui? )

80, = , (4.5)
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Figure 4.9 The hemoglobin oxygen saturations determined from least squares fits
{solid circles) to background corrected absorption spectra reconsiructed from SSDR
measurements of a phantom comprised of polystyrene spheres, red cells, and a small
amount of India ink. The solid line is the dissociation curve corresponding to fitted
parameters for these data of n=2.78x0.04 and p,,=24.920.5 torr. The open squares are
saturations returned from singular value decomposition analysis of the same spectra.
The dashed line is the dissociation curve for these data corresponding to fitted
parameters of n=2.8540.3 and p,,=25.1+0.5 torr.
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where A, and A, are the wavelengths of interest and €y, and €y, are the extinction
coefficients of oxy- and deoxyhemoglobin. Two-wavelength techniques have been
adopted fairly widely. For example, Franceschini ef al. have recently studied the effect
of water absorption on returned values for SO, using a frequency domain instrument
operating at 715 and 825 nm [35]. The Runman® (NIM, Inc., Philadelphia, PA, USA)
is a steady-state two-wavelength device which employs laser diodes at 760 and 850 nm.
Ifthree wavelengths are available, a system of three equations in three unknowns may
be solved, allowing more accurate determination of SO, In matrix notation, this

system of equations may be represented by

/
[HB] \ [ 4 4 ao YR ]
€ € € :
g €mo, SHO 1,
_ A Ay Ay )
[H?)Og} =le I;?i € Hb0, € Hy0 }192 , {4.6)
iz Ay Ay A
\ [HzO},  Cio Ervo, €u,0] He

where Ay, A,, and A, are the three wavelengths of interest. In the following analysis, the
two-wavelength algorithm (Equation 4.5)is investigated for A=730 and 825 nm and for
4=760 and 850 nm. The three-wavelength algorithm (Equation 4.6) is investigated
using A=730, 800, and 885 nm.

The results of analyzing the SSDRS data depicted in Figure 4.5 (obtained from
a phantom containing spheres, water, and red cells) with these algorithms are
illustrated in Figure 4.10. The fitted dissociation curve from Figure 4.4 is reproduced
as a solid line for comparison. It can be seen that both iwo-wavelength algorithms
estimate SO, reasonably well at large pO,. The algorithm exploiting 1, at 730 and 825
nm does not yield significant errors until the saturation falls below 50%, a result that

is consistent with the findings of Franceschini ef al. [35]. Both two-wavelength
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Figure 4.10 Hemoglobin oxygen saturations (S0,) plotted as a function of p0, for the

red cell phantom whose SSDR spectra are illustrated in Figure 4.5. S0, was computed

by three different algorithms which utilize values of 1, at either two or three discrete

wavelengths. In the two wavelength cases, wavelengths of (760 and 850 nm) or (730
and 825 nm) were used. In the three wavelength case, wavelengths of 730, 800, and
885 nm were used. Algorithms are described in the text. The solid line is the fitted

dissociation curve obtained from SO, values determined from least squares fits to

background-corrected SSDR spectra (i.¢., the solid line from Figure 4.4).
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algorithms produce SO, estimates which are in error by 10-20% at low oxygen tensions
(0-5 torr). This is significant, since it is this range of pO, which s most critical in the
context of ionizing radiation therapy and photodynamie therapy ofcancer. These errors
result from the fact that when only two wavelengths are utilized, the absorption of
water is indistinguishable from a small amount of hemoglobin with S0, =76% (in the
case of A=730 and 825 nm) or 92% (in the case of A=760 and 850 nm). The three-
wavelength algorithm most closely reconstructs the dissociation curve throughout the
full range of pO,, although at large oxygen tensions (40 torr), it produces the largest
deviations of the three algorithms. Since the only significant absorbers in this phantom
were Hb, HbO,, and H,0, the errors produced by the three-wavelength algorithm
originate only from errors in the individual values of p, taken from the SSDR spectra.

The results of analyzing the SSDRS data depicted in Figure 4.8 (obtained from
a phantom containing water, spheres, red cells, and India ink) are illustrated in Figure
4.11. In this case, all three algorithms produce significant errors at low pO,.
Interestingly, the two-wavelength algorithm using i, at 730 and 825 nm produces the
most accurate results in this region, while the three-wavelength algorithm produces the
largest deviations. This results from the fact that, at the three wavelengths used in the
analysis, the background ink spectrum may be best represenied by a negative water
and a positive oxyhemoglobin contribution. These results illusirate the fact that
discrete wavelength techniques can yield potentially significant errors if a small
amount of an uncharacterized absorber is present. For example, an optimized two-
wavelength system would incorrectly correlate the presence of methemoglobin, which
has an increased NIR absorption relative to HbO, and a pronounced peak at 630 nm,
with decreased oxygen saturation and increased blood volume, The lack of validity of

the assumption that absorbance changes are due only to Hb and HbO, would only
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Figure 4.11 Hemoglobin oxygen saturations computed by the three algorithms

described in Figure 4,10 for a phantom comprised of polystyrene spheres, red cells, and

a small amount of India ink. The ink provides an oxygen independent “background”

absorption spectrum, illustrated in Figure 4.7. The solid line is the fitted dissociation

curve obtained from 8O, values determined from least squares fits to background-

corrected SSDR spectra (i.e., the solid kne from Figure 4.4).
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become apparent when additional wavelengths were analyzed.

In addition to the possible presence of unanticipated chromophores, another
challenging problem in tissue spectroscopy is sample-to-sample fluctuations in the
absorption of certain chromophores arising from complex dependence on local
environment. Wray et al. have suggested, for example, that in vitro cytochrome aa,
extinction spectra may be unreliable and instead obtained the difference spectrum in
vivo by replacing the blood with a fluorocarbon-based substitute which would not
interfere with cytochrome aa, [29]. When such variability is likely, a broadband
technique such as the implementation of SSDRS described here becomes an attractive
option.

It is noted that the multiple source-detector separations required by the SSDR
technique sample depths ranging from ~1 - 5 mm from the tissue surface. Thus SSDRS
is an excellent choice for measurements near accessible surfaces, particularly when
reasonably homogeneous optical properties in the corresponding probed volume can be
expected. SSDRS is less suitable for probing deeper fissues, e.g., noninvasive
spectroscopic studies of the brain. The issue of tissue heterogeneity remains an
important area of investigation for all methods of tissue spectroscopy {36,37], and the
reconstruction of spatially varying tissue optical properties is an area of exireme

interest within the medical optics community (38,301

4.4 Spectroscopy of phantoms containing hemoglobin and

mitochondria

The inner mitochondrial membrane and intermembrane space contain proteins which

form the respiratory complexes of the electron transport chain. In vivo, passage of
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electrons through the redox centers of this transport chain is coupled to oxidative
phosphorylation, the process responsible for production of ATP and consumption of
oxygen, which is the terminal electron acceptor [40]. Several of these proteins, called
cytochromes, possess absorption spectra which depend on the oxidation state of their
redox center, which in turn depends on the local availability of oxygen. Although
soveral factors can contribute to the oxidation status of the cytochromes, their
absorption spectra are at least partially sensitive to the local oxygen concentration. If
quantitative cytochrome speciroscopy were possible in the presence of the more
dominant absorption of hemoglobin, it would therefore provide a measure of sensitivity
to cellular oxygenation, This is to be contrasted with hemoglobin spectroscopy, which
is an indicator of vasculor oxygenation. If is possible thatl processes which can induce
rapid oxygen depletion, such as photodynamic therapy {41-431, may render some tissue
regions hypoxic without significant perturbation of hemoglobin oxygen saturation in
nearby vessels. Cytochrome spectroscopy is a particularly attractive approach for
observation of such phenomena because the spectroscopic transitions donot occur until
oxygen tensions are extremely low. For example, a ps, of 1.5 torr has been reported by
Wilson et al. for eytochrome ¢ in cultured neuroblastoma cells {44].

In order to assess the feasibility of eytochrome spectroscopy in the presence of
hemoglobin, mitochondria were isolated from rabbit livers using a protocol published
by Gibson et al. [45]. Briefly, livers were excised, placed on ice in 0.9% NaCl solution,
weighed and minced with scissors. Four grams of tissue were placed in 10 ml of cold
homogenization buffer containing 0.33 M sucrose, 1 mM dithiothreitol, 1 mM EGTA,
0.03% bovine serum albumin, and 100 mM KCL Tissues were homogenized and
centrifuged at 500 g for 15 minutes. The supernatant was then removed and

centrifuged at 15,000 g for 30 minutes at 4° C. The resulting pellet was resuspended



CHAPTER 4.  SPEOTROSCOPY OF PHANTOMS WITH ERYTHROCYTES 148

in 8 ml of buffer, and the high-speed centrifugation was repeated. The final pellet was
suspended in ~4 ml of buffer and stored at -70° C until use.

In order to cobhtain basis spectra for later analysis of mixed phanfoms,
mitochondria only were first placed in a scattering emulsion consisting of 330 ml of
0.9% Liposyn-TI® (Abbott Labs, Chicago, IL} diluted with Trizma®-buffered saline
(pH=7.1). The emulsion was deoxygenated by addition of yeast as described in the
preceding sections. We have verified that the yeast absorption spectrum, which itself
originates with eytochromes, does not change upon deoxygenation. Figure4.12 depicts
mitochondrial absorption spectra reconstructed from SSDR measurements in the near
IR (upper panel) and visible (lower panel) for oxygen tensions of ~160 torr (oxidized
spectra, solid lines) and 0 torr (reduced spectra, dashed lines). All of the meagurements
were conducted with mitochondrial concentrations that allowed diffusion-theory data
analysis; the reconstructed absorption spectra from the visible have been sealed fo align
with the near IR absorption spectra. At least two interesting features are evident in
these plots. First, the overall magnitude of the absorption coefficient increases by a
factor of approximately 200 from A=850 nm to A=450 nm. This represents
approximately a 4-fold greater increase in overall extinction compared to hemoglobin
for the same wavelengths. Thus, differentiation of cytochrome and hemoglobin
absorption should be facilitated by moving to the visible region of the spectrum. In
addition, the visible specira exhibit more interesting spectral content than the near IR
spectra, which are rather featureless by comparison. These maxima and minima
should also allow easier differentiation of cytochrome and hemoglobin spectra in the
visible,

Because the spectra depicted in Figure 4.12 are of mitochondria rather than

individual isolated cytochromes, it is important to investigate whether they are indeed
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Figure 4.12 Absorption spectira reconstructed {from steady-state diffuse reflectance

measurements of mitochondria iselated from rabbit liver. The oxidized spectra were

obtained at pO, =~ 160 torr, and the reduced spectra were obtained at pO, = 0 torr.
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reasonable. One way of approaching this validation is to compare the difference (l.e.,
oxidized-reduced or reduced-oxidized) spectra obtained from SSDRS measurements
with those obtained by others. A comparison of near IR difference spectra is provided
in Figure 4.13, which depicts the SSDRS difference spectrum (upper panel) with the in-
vivo near IR difference spectrum obtained by Cope in rat brain {1]. Cope’s
measurement involved exchange of the blood with a perfluorocarbon substitute followed
by nitrogen asphyxiation. His difference spectrum was computed from near IR
transmission measurements based on knowledge of differential pathlength factors for
rat brain. Qualifative agreement exisls between the two spectra. The SSDRS data are
noisy because they result from subtraction of two crosstalk-corrected absorption spectra
that are nearly equal in magnitude. A similar comparison of visible difference spectra
is presented in Figure 4.14, The SSDRS difference spectrum is again shown in the
upper panel, and the lower panel is the difference spectrum obtained by Chance for rat
liver {46]. Again, the spectra are in good agreement, The labels on the plot from
Chance identify the absorption bands (Greek lstters) of the particular cytochromes
{Latin letters) responsible for each peak in the difference spectrum.

To assess the potential for quantitative cytochrome speciroscopy in the presence
of hemoglobin, mitochondria obtained from 5.33 g (3.94 cc) of rabbit liver were added
to a 330 ml phantom consisting of 0.9% Liposyn-II diluted with Trizma®-buffered
saline. Freshly-washed human red cells were then added to the phantom in a
physiologically correct proportion to the original volume of Hver tissue from which the
mitochondria were extracted. Assuming typical values of 4% blood volume and 40%
hematocrit, the red cell volume was determined by multiplying the volume of original
hiver tissue (3.94 ¢c} by a factor of 0.016, which gives 63 pl. The volume of mitochondria

was chosen in order fo make the phantom optical properties suitable for analysis with
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Figure 4.183 Near IR mitochondrial difference spectra. The upper panel is the
difference spectrume of rabbit mitochondria reconstructed from steady-state diffuse
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panel is the in vivo difference spectrum of blood-free rat brain obtained by Cope [30].
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diffusion theory. Thus, these experimenis were performed in the visible spectral region,
but the optical properties were typical of tissue in the near IR. The phantom was
deoxygenated in the manner desaribed above, and SSDRS data were collected
throughout the deoxygenation. A Clark-style oxygen microelecirode was used for
measurement of pQ, in order to minimize errors in the recorded oxygen tension
resulting from electrode response time. The response time of these electrodes has been
demonstrated to be 0.5 5. An SVI) algorithm within the commercial software package
Origin® was used to fit a sum of oxy- and deoxyhemoglobin and oxidized and reduced
mitochondria basis spectra to the reconstructed SSDRS spectra. Concentrations of
these species were extracted as fitting parameters,

Representative spectra from the mixed phantom are illustrated in Figure 4.15.
The upper panel corresponds o pO, = 160 torr and depicts fully oxygenated/oxidized
spectra. The lower panel corresponds to 0 torr and depiets fully deoxygenated/reduced
spectra. The symbols are the SSDRS absorption coefficients after subtraction of the
water background; at physiological hemoglobin concentrations, water absorption is
entirely negligible in this wavelength range. The dotted lines are the SVD estimates
of the hemoglobin contribution to the absorption spectrum, the dashed lines are the
estimated mitochondrial contribution to the gpectrum, and the solid lines are the sum
of these two components. For the majority of the wavelength range, the hemoglobin
absorption dominates that of the mitochondria by approximately a factor of 8.

The results of fitting SSDR absorption spectra coflected for 0 torr < pO, < 60 torr
are presented in Figure 4.16. The open circles squares depict the fitted concentrations
of oxyhemoglobin (open symbols) and deoxyhemoglobin (filled symbols). The circles
represent the fitted concentrations, in arbitrary units, of oxidized (open symbols) and

reduced (filled symbols) mitochondria. It can be seen that the value of p;, for
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Figure 4.15 Absorption coefficients (0) reconstructed from SSDR measurements of a
phantom comprised of mitochondria from 5.33 g of rabbit liver, 60 ul of packed red blood
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of the hemoglobin and mitochondrial contributions.
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hemoglobin is approximately 25 torr, in agreement with the results of the preceeding
sections, and the mitochondrial p,, is approximately 2.5 torr, which is within
measurement uncertainty of the value given by Wilson et al. [44]. Thus, it is
reasonable to conclude that the mitochondrial absorption spectrum has been
successfully isolated from the hemoglobin spectrum over the full range of oxygen partial
pressures. This result is certainly encouraging with respect to the potential for in vivo

cytochrome spectroscopy.

4.5 Conclusions

These studies demonstrate that SSDRS is an effective techrnique for monitoring
hemoglobin oxygen saturation in highly scattering environmenis. By effectively
decoupling the effects of scattering and absorption, quantitative spectroscopic studies
are possible over a broad wavelengih range in the NIR with signal infegration times
on the order of 1-5 seconds. This broadband capability offers significant advantages
over discrete wavelength techniques, particularly when unknown, weakly absorbing
species must be characterized. Of course, when it is possible to have a priori knowledge
of the spectra of the various background chromophores, this information can be used
to further constrain the fitting process. The relatively low cost and technical simplicity
of the equipment involved makes this technique an excellent choice for speciroscopic
applications where optical properties are to be measured at the surface of a turbid
medinm such as human tissue.

Preliminary measurements of mixed hemoglobin and mitochordria phantoms
have also been presented. These results suggest that differentiation of hemoglobin and

cytochrome absorption spectra in the visible is feasible provided a theoretical method
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of quantitative spectroscopy in this wavelength range is available. The P
approximation developed and validated in Chapters 2 and 3 may be a useful approach

to this problem.
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CHAPTER 5

Carbogen-induced Changes in Rat Mammary Tumor
Oxygenation Reported by Near-infrared Spectroscopy

5.1 Introduction

The use of commercial, needle-based oxygen sensitive electrode systems in human trials
during the past decade has provided a wealth of new information regarding the role of
tumor oxygen status in predicting survivability and local recurrence. Vaupel et al., for
example, have shown that, in the breast, severe hypoxia is present only in malignant
disease {1]. Further, the presence of hypoxia is not related to the stage or pathologic
grade of the tumor, suggesting that even if these were determined from biospy samples,
no prediction regarding the presence or absence of radiation-therapy-limiting hypoxia
could be made. Several studies in various anatomic sites have demonstrated a
correlation between tumor hypoxia and response to treatment with ionizing radiation
therapy [2-4]. In these studies, extreme hypoxia, as determined by analysis of pO,
histographs obtained from measurements using polarographic needle electrodes,
indicated poor prognosis. In addition to predicting local treatment failure, a recent
report by Brizel et al. {51 suggested that hypoxia in primary soft tissue sarcomas was
correlated with the probability of appearance of remote metastatic disease. Studies in

cell culture support the suggestion that exposure to sustained hypoxia results in the
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selection of malignant cells expressing aggressive phenotypes [6].

The sustained interest in tumor hypoxia has given rise to the introduction of
various methods of improving tumor oxygenation. The use of hyperbaric oxygen was
an early example [7], and it continues to be studied in laboratory animal systems and
in human clinical trials [8,9], Inhalation of high oxygen content gases such as carbogen
has also been studied rather exteasively [10-121. Chemical agents such as
nicotinamide, which is designed to modify tumor blood flow, have been used either
alone [ 18] or together with carbogen inhalation [14]in an effort to sensitize tumor cells
rendered hypoxic by more than one mechanism (i.e., chronic vs. acute). The combination
of nicotinamide and carbogen in conjunction with accelerated radiotherapy is being
evaluated currently in clinical trials in Europe {151 Each of these methods has
demonstrated some success in specific situations and tumor models, while none has
emerged yet as being generally accepted in clinical practice.

The importance of hypoxia in predicting tumor response to ionizing radiation
(and photodynamic) therapy and in possibly predicting the likelihood of metastaseshas
stimulated great interest in improving techniques for clinical measurement of tumor
oxygenation in vivo, These methods and others suitable only for laboratory use have
been reviewed recently by Stone et al. [16]. While polarographic electrode systems have
come to be viewed as a standard, their widespread, routine clinical acceptance may be
limited by their invasiveness [15]. This may be especially important if tumor
oxygenation is to be monitored repeatedly during the course of fractionated therapy.

Nearinfrared spectroscopy is among the noninvasive methods that are sensitive
to some measure of tumor oxygenation. Specifically, because the absorption spectra of
de(;xy- and oxyhemoglobin are markedly different, the hemoglobin oxygen saturation

may be determined from the tissue absorption spectrum, which may be reconstructed
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from appropriate reflectance measurements. Successful spectroscopic determination
of the HbO, saturation (80,) in the near infrared spectral region depends upon two
things: (1) the ability to determine accurately the absorption spectrum in the presence
of significant light scattering by tissue and (2) the ability to account properly for the
contributions of chromophores other than hemoglobin in the measured tissue
absorption spectrum. Chapters 3 and 4 described a continuous-wave diffusze reflectance
spectrometer and data reduction scheme that address both of these ¢riteria. Here, we
describe the use of this spectroscopic methed to obtain noninvasively the response of
subcutaneous rat mammary adenoearcinomas to carbogen breathing. The technique
is simultaneously sensitive to both the HbO, saturation and to the tumor hemoglobin

conceniration,

5.9 Materials and Methods

5.2.1 Spectroscopy
The reflectance probe for these measurements consisted of a linear array of twenty 200-
1m eore diameter detection fibers located at distances of 1.0 - 20.0 mm from the source
fiber (see Figure 5.1). The probe calibration data was obtained in the manner described
for the P, reflectance probe in Section 3.5.1. All other aspects of the instrumentation,
reflectance data reduction, and errvor analysis for these experiments are as described
in Sections 3.3 —3.4. During a measurement, the probe was placed in contact with the
skin overlying the tumor. Typical signal integration times for measurements described
here were approximately b s.

The reflectance data were analyzed with the full solution to the photo-diffusion

equation as described in Section 2.7.1. After determining the absorption and transport
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Figure 5.1: Aschematic drawing of the optical probe in contact with the tumor surface.
A total of 20 detection fibers are located at distances of 1.0 to 20.0 mm from the source
fiber.
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scablering spectra in this way, the tissue oxy- and deoxyhemoglobin concentrations,
water concentration, and background absorption spectrum were determined using the

singular value decomposition (8VD) algorithm described in Section 4.2.2.2.

5.2.2 Animals and Tumors

R3230 mammary adenocarcinomas were serially transplanted subcutaneously in the
abdominal region of female Fischer rats (100 - 120 g). Tumor sections having
dimensions of 1 mm x I mm x 3§ mm were implanted using a sterile trochar technique
[171. Implantation of this rectangular tissue section produced ellipsoidal tumor volumes
that were in general more viable at sizes suitable for spectroscopy than the
hemispherical tumors that result from similarly transplanted 1 mm x I mm x 1 mm
sections. Spectroscopy was performed when tumeor dimensions were approximately 20
mmx 12 mm. Assuming an ellipsoidal geometry, these dimensions correspond to tumor
volumes of approximately 1.5 cc. In order to immobilize the animal and to avoid stress
associated with confinement, anesthetic (75 mg kg! ketamine hydrochloride and 6 mg
kg xylazene) was administered prior to data acquisition and was given in smaller
doses (0.4 of indtial) as needed (approximately every 20 min). Carbogen (6% CO,, 95%
0,) or air was administered via a nose cone at a flow rate of 3 liters min®. Animal care
was conducted according to guidelines established by the University Committee on

Animal Resources at the University of Rochester.

5.3 Results

Figure 5.2 shows representative absorption spectra reconstructed from diffusion theory

analysis of diffuse reflectance measurements made on the skin surface directly over an



CHAPTER 5.  SPRCTROSCOPY OF RAT MAMMARY TUMORS 169

0.040 1 , . : . , ;
Air Equilibration (Pre-Carbogen)
Carbogen Equilibration -sew
Post-Carbogen ----- i
0.085 R i

0.030

0.025

Absorption Cosfficient {mm™)

0.020

0'01 5 1 ] I | 4 1 i
740 760 780 800 820 840 860 880
Wavelength {nm)

Figure 5.2: Absorption spectra reconstructed from diffuse reflectance measurements
performed on an R3230AC tumor prior to carbogen delivery (—), during mazimum

response to carbogen (--), and upen restoration of equilibrium after carbogen was
stopped (—-—-}
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R3230AC tumor in a living, anesthetized animal. Three cases are presented
corresponding to (i) the animal breathing room air, (ii) during carbogen inhalation, and
(iii) several minutes after the cessation of carbogen administration. The characteristic
deoxyhemoglobin peak near 760 nm was evident in all speetra recorded from tumors
during inhalation of room air (solid line in Fig 4.2). With the onset of carbogen
breathing, the amplitude of this peak rapidly decreased, and the qualitative appearance
of the spectrum reflected a larger oxyhemoglobin contribution {dashed line). Attheend
of carbogen delivery, the spectrum gradually returned to its haseline shape, however,
the time required for this restoration was quite variable in different animals and was
sometimes as long as 16 min.

Figure 5.3 shows results of applying the SVD analysis to the absorption spectra
depicted in Figure 5.2. The spectrum in Figure 5.3a was obtained while the rat
breathed room air, while that in Figure 5.3b was taken during carbogen inhalation. In
both cases, the data points (with uncertainties) are the individual absorption
coefficients obtained from analysis of the diffuse reflectance measurements. The solid
lines are the SVD estimate of the absorption from hemoglobin (oxy- plus
deoxyhemoglobin), while the dot-dashed lines are the estimates of the absorbing
background. The dashed line through the data points represents the suwm of all
components of the fitted absorption spectrum. Thus, by separating the contribution of
hemoglobin to the total abserption coefficient from that of the other chromophores, the
method ensures that only the hemoglobin absorption is used in the calculation of the
hemoglobin oxygen saturations. We note that at least in this particular case, the
background absorption of the tumor remained approximately unchanged during
carbogen administration.

Hemoglobin oxygen saturations determined from data recorded before, during,
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Figure 5.3: Results of the SVD analysis of two of the spectra shown in Figure 5.2.
The symbols (3} depict the absorption coefficients (31,) derived from the diffusion theory
analysis of the diffuse reflectance measurements, the solid lines (—) depict the SVD
estimate of the contribution resulting from hemoglobin (oxy- plus deoxy-}, and the dot-
dashed lines (- - -) show the SVD estimates of the tumor absorption that resuit from
chromophores other than hemoglobin. The dashed line () represents the sum of the
hemoglobin and background spectra. The spectrum in (a) was taken prior to carbogen;

the spectrum in (b) was acquired during maximum response to carbogen.



CHAPTER DB,  SPECTROSCOPY OF RAT MAMMARY TUMORS 172

and after carbogen inhalation are shown for a representative tumorin Figure 5.4a. The
vertical, dotted line at {ime = 0 s indicates the beginning of carbogen breathing; the
second vertical line indicates the end. Figure 5.4b shows separately the concentrations
of Hb, HbO, and total hemoglobin ([Hb} + [HbO,]) for the tumor over the same time
course. In this case, the initial SO, was slightly greater than 0.75. With the onset of
carbogen breathing, the saturation rose over a pericd of approximately 50 s to 0.97,
where it remained very constani for the duration of administration. During the period
after carbogen was stopped, the saturation remained at or near its highest level for 30
s, after which it gradually declined over the next 100 3 until reaching an apparent
equilibrium, which was slightly elevated with respect to the initial baseline value. Thig
pattern is reflected in the concentrations of Hb (M) and HbO, (00 plotted in Figure 5.4b.
In this tumor, the total hemoglobin concentration {(®) remained approximately constant.

Although a possible mechanism for the observed increase in tumor oxygenation.
is an increased hemoglobin concentration, which might be expected in response to
vasodilation or to the resumption of flow in acutely closed tumor blood vessels, our data
demonstrate that such a mechanism was not responsible for the enhanced saturations.
In Figure 5.5, we plot the maximum change in tumor 80, vs. the change in the fotal
hemoglobin concentration for the 16 tumors in the study. The majority (10 of 16) of
tumors showed a decreased hemoglobin concentration at the time corresponding to the
peak oxygen enhancement. In three tumors the hemoglobin concentration remained
approximately constant, while in three others, the concentration increased. Among all
tumors, there was no correlation between the magnitude of the change in the
hemoglobin coneentration {either positive or negative) and the increase in the measured
tumor 50,

The data in Figure 5.6 compare the maximum change in tumor SO, with the
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Hemoglobin oxygen saturation (a) and concentrations (b) of total

hemogiobin (#), oxyhemoglobin (), and deoxyhemoglobin (=) for a single R3230AC

tumor before, during, and after earbogen breathing. The vertical line at time = 0

corresponds fo the beginning of carbogen inhalation; the vertical line at the later time

corresponds to the end.
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Figure 5.5: The carbogen-induced change in hemoglobin oxygen saturation (maximum
gaturation minus initial saturation} vs. the change in the total hemoglobin
concentration (hemoglobin concentration at the time of maximum saturation minus

initial concentration) for all tumors included in this study (n=16).
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initial saturation measured immediately prior to carbogen administration. There
appear to be roughly two subpopulations of fumors, one of which exhibits a greater
degree of change in saturation than the other for a given initial 80, Within each of
these subpopulations, there is a trend toward a larger carbogen-induced change for
tumors with lower initial saturation. Using a pH of 7.15 for the R3230AC tumeor, which
has been determined by Ceckler et al. from *'P NMR spectroscopy measurements {18},
and the Hill parameters n (2.46) and p,,(33.7 torr) corresponding to this pH{19,20],we

fit an expression of the form

1
SO.. . il e
[ 2init P50 ]n +ApO,
_ 1-S0, o
ASO, = - SO, {5.1)
i
SOy Pss” | 7
pro” || S2ls | Apo
’ [ 180, ’

to the data in Figure 5.6 to find the average change in blood pO, (ApQ,) induced by
carbogen. The derivation of this equation is presented in the Appendix. The fit of
Equation 5.1 to the data is shown as the solid line in Figure 5.6, and the carbogen-

induced change in pO, returned by the fit is 28.7 £ 6.6 torr.
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Figure 5.6: The maximum carbogen-induced change in hemoglobin exygen saturation
vs. the initial saturatien for all tumers ineluded in this study (n=16). The solid line is
a fit of Equation 5.1 to these data. The fit yielded a carbogen-induced change in blood
pQO, of 28.7x 6.6 torr.
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54 Discussion

Spatially-averaged tumor hemoglobin oxygen saturation (50,) and hemoglobin
concentration are reported through noninvasive measurements of near infrared diffuse
reflectance. The near-infrared measurement samples all vessels within the light field
and thus reports an average that is presumably weighted by the relative arterial and
venous volumes. In the series of experiments described here, the magnitude of the
change in SO, induced by carbogen was highly variable, although in every tumor (n =
16) we observed some increase in saturation. The rate of increase in the saturation was
relatively rapid, with the maximum 80, typically reached within 1 minuie after
carbogen breathing began. With the termination of carbogen administration, the
return to baseline SO, was slower, sometimes taking as long as 15 minutes. The
mechanism through which carbogen inhalation enhanced the SO, in this tumor model
clearly did not involve increasing the total hemoglobin concentration, as would occur
if, for example, the total tumor blood velume inereased. Indeed, as is evident from the
data shown in Fig, 4.5, in the majority of tumors, the total hemoglobin concentration
decreased in response to carbogen breathing, This observation may be a consequence
of the “steal effect”, m which vasodilation in the normal circulation resulis in a loss of
blood volume in the tumor, where physiological regulation is deficient or absent.
Among the tumors that exhibited decreased hemoglobin volume, the extent of volume
change was not related to the magnitude of the increase in the 50, (Figure 5.5).

The data suggest a relationship between the extent of the carbogen-induced
change in saturation and the initial SO, of the tumor, with a tendency for the largest
induced changes to oceur in those tumors with the lowest initial saturations (Figure

5.6). Qualitatively, one way that this relationship can be understood is on the basis of
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the shape of the hemoglobin-oxygen dissociation curve (the Hill curve). At the lower
oxygen partial pressures where the Hill curve is roughly linear, an increase in partial
pressure will give rise to a corresponding increase in the S0, At higher partial
pressures where the slope of the Hill curve becomes more gradual, the same increase
in blood oxygen content will produce a lesser effect on the saturation. With respect to
the magnitude of this dependénce, the data presented in Figure 5.6 also suggest that
there may be two subpopulations of tumors in our study, This finding could be a result
of the sensitivity of the Hill curve to pH {19,21], although we have no direct evidence
to support this interpretation. In more acidic environments, hemoglobin more readily
releases oxygen at a given oxygen partial pressure. Thus, a particular tumor’s pH will
influence the extent to which an induced change in blood p0, will be reflected in an
increased SO,. Our observations may be explained either by differences in the initial
pH in subpopulations of these tumors or by differences in the response to CO, in these
subpopulations.

In addition to the variability in the extent of the carbogen-induced change in
tumor SO,, the data presented in Figures 4.5 and 4.6 show that the initial (pre-
carbogen) SO, and the carbogen-induced change in total hemoglobin concentration also
varied significantly for the 16 tumors in this study. The reasons for this pronounced
hetercgeneity are not clear. There was no obvious relationship between initial SO, and
tumor volume (data not shown). Although the initial anesthetic dose administered to
the animals was constant, some variation in the time between injection of anesthetic
and the diffuse reflectance measurements was inevitable, The need for smaller
subsegquent injections to sustain chemieal restraint was also variable among animals,
and it is possible that one or the combination of these anesthetic-related effects was

responsible for some of the observed variability in the data. We note, however, that
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investigators using other techniques have also reported significant intratumor and
intertumor heterogeneity in SO, within the same tumor {ype ([22], and references
therein). Clearly, a detailed appreciation of the physiological information available
from near infrared spectroscopy is not yet available, and studies designed to further
this understanding appear to be warranted. Comparisons of tumor SO, determined in
vivo using near infrared spectroscopy with similar determinations made using
eryospectroscopy 1221 would be particularly relevant, in that the latter technigue
provides hemoglobin saturations in individual vessels in frozen tumor sections.

As we have implemented the technique, near infrared spectroscopy (NIRS)
provides a measure of the average hemoglobin 50, and therefore of the average
response to oxygen modifiers such as carbogen in the volume of tissue sampied by the
optical probe. It is possible to consider approaches to low resolution imaging of tissue
optical properties using near infrared light, which in principle may allow spatially
resolved determinations of tumor SO, {23]. Whether or not this spectroscopy will be a
clinically useful predictor of tumor response to oxygen-dependent interventions such as
jonizing radiation therapy and photodynamic therapy remains to be determined.
Nevertheless, the method possesses attractive features that make it potentially useful
ag a research tool and eventually perhaps in some clinical settings. NIRS is completely
noninvasive, thereby making it suitable in situations where it is desirable to perform
repeated measurements on the same tumor, for example, during a course of
fractionated radiation therapy. Its noninvasive character also means that it does not
perturb tissue oxygen, either by oxygen consumption or by induction of bleeding, and
it is likely to be well tolerated by patients. The method reports hemoglobin oxygen
saturation directly, which will likely be useful in discerning mechanisms of action of

various modifiers of tumor oxygenation, Recently, for instance, Robinson et al. [24,25]
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have described changes in gradient-echo magnetic resonance images in response to
carbogen breathing in animal tumor models. The magnetic resonance signal from
flowing blood may be influenced by its deoxyhemoglobin content or by its degree of
saturation {ie., incomplete restoration of equilibrium) from repetitive radiofrequency
pulses. Thus, from an enhanced signal in a gradient echo MR image alone it is in
general not possible to distinguish between a decreased deoxyhemoglobin concentration
and a reduction in the saturation of the MR signal as a result of increased blood flow
velocity (without a ehange in deoxyhemoglobin) through the region of interest [241.
Because NIRS is capable of determining the SO, independent of hemodynamic changes,
it could be useful in resolving ambiguities like this one. NIRS provides good temporal
resolution, with signal acquisition times on our system of approximately 5 s. Finally,
the instrumentation required to perform the steady-state form of diffuse reflectance
spectroscopy is relatively inexpensive and can be as portable as an ultrasound system,
thereby making it possible to consider measurements in the clinic immediately prior to
or during therapy.

Of course, the method is not without its own limitations, especially in its current
form. Although sipnificantly reduced optical absorption of water and of hemoglobin in
the near infrared spectral region (650 - 900 nm) enables light to penetrate several
centimeters in tissue, it is unlikely that NIRS will be useful in the quantitative
evaluation of hemoglobin saturation in tumors residing far from a surface that is
accessible to an optical fiber probe. Further, the particular form of analysis that we
have adopted assumes spatially homogeneous optical properties. This assumption,
however, is not fundamental to the approach. Very recent work by other investigators
has demonstrated diffusion theory based expressions that are capable of extracting

optical properties of layered structures, provided that the thickness of the upper layer
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in contact with the optical probe is not too thick [26]. Another limitation imposed by
the diffusion theory approximation to light transport is that, in order to recover
accurate values of the absorption coefficients, relatively large (approximately 15 mm)
separations are required between the optical fiber that delivers light to the tissue and
the most remote detection fiber. Although this requirement precludes the use of this
technique on smaller tumors at present, it is not fundamental to the optical method and
may be relaxed using other theoretical approaches. Investigation of suitable
alternatives is an active area of research in several laboratories.

The need for improved methods of monitoring tumeor oxygenation in patients
continues to be recognized {15,271, Even with its current limitations, the ability of
NIRS to determine 8O, noninvasively and to monitor changes induced by carbogen
inhalation is sufficiently encouraging that its use could be considered in several
anatomie sites where hypoxia has been recognized as a significant factor influencing the
resistance of tumors to Ionizing radiation therapy. These sites include the cervix, head

and neck, superficial regions of the breast, and superficial soft tissue in the extremities.

Appendix

The Hill equation describing the hemoglobin-oxygen dissociation curve is written,

Pazﬂ
S0, = — (5.2}
PsotpOy
where SO, is the hemoglobin oxygen saturation, pO, is the oxygen partial pressure, p;,

is the oxygen partial pressure at which the SO, is 0.5, and n is the Hill coefficient. The

pH of the R3230AC tumor is approximately 7.15, as determined by Ceckler et al. using
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3P NMR spectroscopy [18). The Hill coefficient, n, and the p,, corresponding to this pH
are 2.46 and 33.7 torr, respectively [19,20]. In our experiments we measure the initial
SO, (prior to carbogen delivery), which we denote 80,,,,, and the final 50, after full
equilibration on carbogen, which we denote here as SO, The change in saturations,

ASQ,, is written simply a8

ASO, =8 Ozf =80, - {5.3)
Writing SO, in terms of the corresponding pO,, through Equation 5.2, this becomes

= - 80, (5.4)

The pQ., is the sum of the initial pO, and the carbogen-induced change, ApQ,.
Expressing the initial pO, in terms of the initial 80, through Equation 5.2, we can

write pO,, a8,

n l
SO, . -
pozf-{___%.‘:‘ifgfi} "+ ApO, . (5.5)

Substitution of the right hand side of Equation 5.5 into Equation 5.4 yields
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which is the function that is fit to the data in Figure 5.6 to extract the carbogen-induced

change in blood pO,, ApO,.
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CHAPTER 6

Localization of Luminescent Inhomogeneities in Turbid
Media with Spatially Resolved Measurements of CW

Diffuse Luminescence Emittance

6.1 Introduction

The potential use of near infrared (NIR) radiation for diagnostic medical imaging has
generated a significant volume of research in recent years [1,2]. Many of these efforts
involve the use of theoretical models based on the diffusion theory of light transport
in tissue in order to reconstruct maps of the local optical absorption or transport
seattering coefficients [3-5]. These approaches are particularly useful when inherent
absorption conirast is high, as in recent reports of NIR imaging of neonatal brain
hemorrhage {6l. The photophysical properties of tissue fluorescence (i.e, the
fluorescence spectrum, quantum yield, and lifetime) may also provide useful sources of
intrinsic optical contrast. Certain features of the autofluorescence spectrum of the
breast {7], colon {8, bronchus [9], and cervix [10] have been shown to be suppressed or
elevated in malignant tissues relative to their normal counterparts. In addition, an
increase in fluorescence lifetime of endogenous fluorophores in certain lesions has been
observed [11]. While these properties make autofluorescence an excellent tool for

superficial imaging applications, optical imaging of inclusions at more remote depths
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(~5-50 mm)requires radiation within the “therapeutic window” (approximately 650-950
nm), where most endogenous fluorophores absorb/fluoresce weakly. In these cases,
administration of a luminescent agent may provide contrast not achievable with other
methods.

The possibility of using exogenously administered fluorescent or phosphorescent
dyes as contrast agents for optical imaging has been recognized and studied by several
groups. This potential has spawned research to develop new candidate tumor-seeking
fluorescent molecules with relatively high selective tumor accumulation {fumor to
normal tissue ratios on the order of 10:1) and low photodynamic action [12-14]. Other
regsearchers have begun to synthesize phosphorescent probes with significant extinction
in the 630-700 nm wavelength region and emigsion maxima well into the near-infrared
{15]. These types of contrast agents are of particular interest since fluorescence and
phosphorescence lifetime imaging may provide information about physiological and
biochemical status in addition to anatomic location of disease [16-18]. Some recently
reported experimental and modeling work using time-resolved and frequency-domain
methods in tissue-simulating phantoms suggests that it may be possible to image
fluorescent inhomogeneities under conditions that are relevant to important clinical
situations such as mammography. Wu et al. utilized the measured rise-time of
fluorescence induced by femtosecond excitation pulses as an indicator of the depth of
fluorescent sources buried as deep as 60 mm in a medium with a mean free path of 4.0
mm [19]. Hutchinson et al. [17], O'Leary et al. [18], and Paithankar et al. [20] have
performed computational studies demonstrating the possibility of fluorophore lifetime
imaging in the frequency domain. Boas et al. [21] and Oleary e al. [22]
demonsirated the possibility of reconstructing the origin of a diffuse photon density

wave emitted by an embedded object in a turbid medium irradiated by an amplitude
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modulated excitation beam. Kniittel ef al. were able to identify the lateral position of
an embedded fluorescent object with measurements of the shift in the null plane
produced by two interfering sources of diffuse photon density waves {23]. Recently, Li
et ¢l. have evaluated detection limits of frequency- and time-domain techmiques for
imaging fluorophore concentration and lifetime [24].

This chapter deseribes a continuocus wave (cw) methed for localizing a source of
luminescence buried deep within a scattering medium. In this method, spatially-
resolved measurements of the cw luminescence emittance are analyzed using an
approximate diffusion theory Green’s function to reconstruct the origin of the emission.
The Green’s function is a generalization of theoretical models described in Chapter 2.

The experiments reported here were performed with small, poini-like
luminescent sources under conditions of ideal partitioning of the luminescent species
into the targetted region. This approach was adopted to test rigorously the limitations
of the theoretical Green’s function under investigation. The eventual reconstruction of
extended sources of luminescence will require the incorporation of this Green’s function
into a full imaging algorithm which models the attenuation of the excitation beam and
allows for the convolution of the Green’s function over a generalized source distribution.
An example of such an algorithm applied to cw luminescence optical tomography has
recently been published by Chang et ol. [5]. In more realistic situations where
luminescent contrast agent partitioning is not ideal, the approximately exponential
attenuation of the excitation beam may regulf in background luminescence which
greatly exceeds the signal from all but the most shallow target inhomogeneities. This
situation is studied theoretically in section 6.5. While this limitation may preclude the
practical clinical implementation of the method in those situations where contrast is

based solely on preferential uptake and/or retention of a luminescent contrast agent,
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other approaches which exploit physiological contrast are particularly well suited o this

imaging method. Two such approaches are described in section 6.6.

6.2 'Theory

In section 2.5, a Green’s function satisfying the diffusion-theory extrapolated-
boundary condition was developed for the emittance from an isotropic point source at

depth z, in a semi-infinite turbid medium. That function may be expressed

E{pizg) = Cowipizy) + G J(0iz) 6.1
where
B 1 {expl-per)  expl-p.r,)
lp(f}&z“o;z{)) = - 1 (6.2)
4nh ry Ty
and
o 1 1) exp(-f e ry) 1) exp(-n gz ry)
Jz{p,zw-(),z{}}=E;[zﬂ(peﬁ+;:)mm_;?wi_ + (z9+2zb)(peﬁ+g)ww—? . (8.3)

In these equations, r, and r, are distances from an observation point on the surface of
the medium (r=p, z=0) to the buried source and a negative image source, respectively,
and z, is the extrapolated boundary position (z,=2AD, where A is the internal reflection
coefficient). This geometry is reproduced in Figure 6.1. For a detector having a 180°
acceptance angle, assuming an air/tissue refractive index mismatch of 1.4 (A=2.95},
C,=0.1178 and C,=0.3056. If an optical fiber with refractive index 1.46 and numerical

aperture 0.22 is used for detection, Cg=0.0062 and C;=0.0184.
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Figure 6.1 Dipole approximation for the emittance due to an isotropic point source at
depth z, in an optically turbid semi-infinite medium. The image source is located at a

position such that the fluence extrapolates to zero on a ficticious boundary.
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In chapters 2-5, Equation 6.1 was used to analyze the reflectance R(p) resulting
from an incident pencil beam (modelled as an isotropic source at a depth of z, = 1/p,").
More generally, Equation 6.1 describes the diffuse emitiance E(p) at the surface of 2
scattering medium from a point source located at any arbitrary depth z,. In both cases,
the theoretical expressions may be fit to experimental data to extract z, and 1,4 as
fitting parameters. In the reflectance analysis, these values may then be used to
determine the optical properties g, and p.’, since the source depth is a known function
of these parameters. In this chapter the emittance formulation is considered, which
allows for the determination of 4 as well as the depth of a photon source at an
arbitrary location in the medium. It has been convenient in these studies to normalize
the data to the diffuse emittance measured at a known radial distance, p,,,, from the

source, we therefore fit the expression

Eip;z,)
Emrm( ;z } e -
: ’ E (pmrm;zﬂ) (6 4}

to the experimental data, where the numerator is the function described in Equation
6.1 and the denominator is the function described in Equation 6.1 evaluated at p=p,,m-

This eliminates the need to determine an overall scaling factor.

6.3 Experimental Methods and Results

Experiments were performed on a tissue simulating phantom consisting of alarge tank
(14.5 cm x 29.5 cm x 15.5 em) filled with Liposyn-II (Abbott Labs, North Chicago, IL.)
diluted with distilled water to a lipid volume fraction of 0.9%. A small concentration

(3.7 uM) of the nonfluorescent, water soluble dye manganese meso-tetra (4-
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sulfonatophenyl) porphine (MnTPPS) (Porphyrin Products, Logan, UT) was added to
the Liposyn in order to increase the absorption coefficient to a value typical of biclogical
tissue at the wavelengths of interest. The fluorescent source was a 6.0 mm diameter
spherical glass bulb containing the tumor-localizing fluorophore Nile Blue A (NBA)
[25,26] diluted in the aqueous scattering emulsion to a concentration of 15.0 pM. The
bulb was fixed to a micropositioner, which was used to adjust its position within the
phantom. Distances are reported to the center of the spherical bulb.

The optical properties of the phantom were measured by steady-state diffuse
reflectance spectroscopy. The transport scatiering coefficient of the phantom was 0.97
mm at the excitation wavelength (630 nm) and decreased to 0.87 mm™ near the
flucrescence maximum of Nile Blue A (~680 nm). The absorption coefficient of the
phantom was 0.0016 mm™ at both wavelengths, yielding an effective attenuation
coefficient of 0.066 mm™? at 680 nm. The absorption coefficient of the fluorescent source
was determined by optical abgorption measurements of identically diluted
nonscattering samples in a conventional spectrophotometer. At 630 nm, the absorption
coofficient of the NBA-containing target was 0.22 mm™.

A schematic diagram of the experimental apparatus is presented in Figure 6.2,
Continuons wave 630 nm excitation light was produced by a standing wave dye laser
pumped with an argon-ion laser (Coherent Inc., Irvine, CA). The ouiput of the dye laser
was filtered with a bandpass filter (D620/40, Chroma Technology, Battleboro, V1) to
reject off-resonance dye fluorescence. The beam was then Iens—cmug}ieé. to an optical
fiber terminated with a gradient index {GRIN) lens (General Fiber Optics, Fairfield,
N.J), which provided a slowly diverging (NA% 0.1} beam with a uniform profile. The
beam was recollimated by a second lens to a diameter of approximately 2.0 cm,

resulting in a fluence rate at the surface of approximately 160 mW/cm?, The excitation



CHAPTER 6, LOCALIZATION OF LUMINESCENT INHOMOGENEITIES

Long-Pass
Filter

Linear Fiber
Array

Fluorescent
Target

Image on CCh Imaging
CCD Array Camera  Spectrograph
Ar Pumped CW Dye

Laser { =630nm)

Bandpass Fiber GRIN

Filter  Coupler Lens Collimator

¢

Phantom

XYZ
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beam was incident from the side of the phantom, and the fluorescent target was
positioned approximately 25 mm from this side of the tank.

Fluorescence detection was accomplished with a linear array of fourteen, 200 um
diameter fibers separated from one another by known distances and spanning a
distance of approximately 50 mm along the surface of the phantom. The index of
refraction of the fiber core was 1.46 and the numerical aperture was 0.22. The
detection fiber array was positioned on the top surface of the phantom, with the ends
of the fibers in mechanical contact with the phantom surface. The distal ends of the
detection fibers were gathered into a row and placed in the focal plane of 2 0.276 m
imaging spectrograph (Acton Research Corporation, Acton, MA). The fiber ends were
imaged through a low resolution, high dispersion grating (300 g/mm) onto the surface
of a Hquid nitrogen cooled, 512x512, 16 bit CCD camera {Princeton Instruments,
Princeton, NJ). The signal at the detector is therefore the spectrally-dispersed
fluorescence emittance collected at 14 known positions on the surface of the phantom,
oriented such that the signals from the individual detection fibers liein non-overlapping
regions of the CCD array perpendicular to the axis of the spectrograph entrance slit.
Rejection of excitation light was enhanced by placing a long-pass filter (Schott, RG 660)
in the optical path of the spectrograph. Signal in the wavelength range 670-690 nm
was collected in a single bin on the CCD, requiring integration times ranging from 10
seconds for source depths of 6.6 mim to 245 seconds for source depths of 44.6 mm. The
dark current of the detector is negligible on these time scales.

Although no NBA was added to the tissue simulating phantom into which the
fluorescent target was placed, Raman-shifted excitation light produced a background
signal in the wavelength region of the NBA fluorescence maximum. This background

signal was dominated by a Raman line associated with the lipids in the scattering
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emulsion (~1050 cm ), but a significantly weaker water line (~3350 em™) also
contributed. For source depths of 10 mam, the Raman background was on the order of
15% of the total signal in the region of interest on the CCD array. When sources as
deep as 50 mm were used, the background levels reached 95% or more of the full 16 bits
of dynamic range available at the detector. For this reason, all measurements reported
here have been background-corrected. The background was measured by removing the
spherical fluorescent source and sampling the signal reaching the detector under
otherwise identical experimental conditions.
Representative experimental data are plotted in Figure 6.3, where the data
points are measured values of the diffuse fluorescence emittance, with p,n, = 3.43 mm
(the position of the first detection fiber). Error bars were assigned by applying Poisson
counting statistics to the background-corrected fluorescence signal binned on the CCD
but are not shown since they are smaller than the data points in all cases. For the
three data sets iltustrated in Figure 6.3, the source was positioned at depths of z,= 39.6
mm, 14.6 mm, and 6.6 mm. Equation 6.4 was fit to these data using a Levenberg-
Marquardt nonlinear least squares fitting algorithm [27]. These fits are depicted by the
solid lines in Figure 6.3. In all fits to experimental data, p; and the source depth {(z,)
were extracted as fitting parameters, and the extrapolated boundary position was held
fixed at 2,=2.00 mm. This value deviates from the exact theoretical value for 2, (2.26
mm) and was chosen in order to demonstrate the insensitivity of the method to small
errors in the estimated value for z,. The results of fitting a complete series of
experimental data are summarized in Figure 6.4, where the fitted values for z, {data
points) are plotted as a function of the actual depth of the source. The solid line is the
line of exact agreement between actual and fitted values. The data indicate that

sources residing at depths up to 40 mm were located with an accuracy of 1.0 mm or
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Figure 6.3 Representative experimental diffuse fluorescence emittance data (symbols)
and best fits of Equation 6.4 to the data (lines). The actual source depths are indicated
on the plot. The best fit values of z, were 40.622.6, 14.8+0.3, and 6.9£0.1 mm,
respectively, Error bars were assigned by applying Poisson counting statistics to the
background-corrected fluorescence gignal binned on the CCD but are not shown since

they are smaller than the symbols in all cases.
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Figure 6.4Values of z, obiained from fitting Equation 6.4 to experimental diffuse
fluorescence emittance data. In the fits, z, was held constant at 2.00 mm, and p4and
zo were exiracted as fitling parameters. The solid line is the line of exact agreement

between actual and fitted values.
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better. The values of 14 returned from these fits are plotted in Figure 6,5, where the
dotted line indicates the measured value of p4 at 680 nm (0.066 mm™). These data
show that p is overestimated by approximately 10-15% relative to the measured
value. The data plotted in Figures 6.4 and 6.5 are summarized in Table 8.1 We found
the fitting algorithm to be robust with respect to the initial seed values supplied for the
fitted parameters. In general, initial seeds which were within an order of magnitude
of the actual value of 2, or p.» resulted in fits which converged to identical solutions,
Fitting techniques and related issues are discussed in detail in Section 6.4.

As a preliminary test of this method’s ability 1o resolve multiple sources, a
second experiment was conducted in which two identical 10 mm diameter fluorescent
sources were placed in the phantom. One soufce was located at a depth of 9.5 mm
directly under the first detection fiber, and the second was located at a depth of 10.0
mm at a radial distance of 23.0 mm from the first source. The detection fibers were
oriented normal to the phantom surface, and the ends were in mechanical contact with
the Hquid. The tips of the fibers were located on a line connecting the points directly
above the centers of the two sources. Since one of the sources was located closer to the
excitation beam axis than the other, the excitation intensity at each source is not
identical, and therefore the relative magnitude of each source’s contribution to the
emittancesignal isdifferent. Theexperimental fluorescence emitiancedata (arbifrarily
normalized to the emittance at p=4.19 mm) are depicted in Figure 6.6. A function of

the form

Fp 32, ,zoz) = aE(p;zul) + BElp-r, ;292) (6.5)

was fit to the data, where F is the diffuse fluorescence emittance, E is the function

described by Equation 6.4, %o, and z, are the two source depths, A and B are linear
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Figure 6.5Values of p,; obtained from fitting Equation 6.4 to experimental
diffuse fluorescence emittance data. In the fits, z, was held constant at 2.00
mm, and pq and 2, were extracted as fitting parameters. The dotted line

indicates the measured value of 11 at 680 nm (0.066 mm™).



CHAPTER B, LOCALIZATION OF LUMINESCENT INHOMOGENEITIES 202

Trial Actual Fitted 2z,  Abs. Error Actual y Fitted py % Error

7o (N} (i) in z, (mm) {mm'*) (x107mm’)  inpg
1 6.57 6.85 £ 0.1 0.28 0.066 7.2+0.2 9.1
2 9.57 9.57 0.2 0.00 0.066 7.2+0.2 9.1
3 14.57 1427 =03 0.30 0.066 7.1£0.2 7.8
4 19.57 191404 .43 0.066 7.1£03 7.8
5 2457  23.65+07 092 0.066 7.1£03 7.8
6 34.57 3460z 1.6 0.03 0.066 7.6+ 0.6 15.2
7 39.57  40.59 2.6 1.02 0.066 7.9 0.8 19.7
8 4457 4943 +4.5 4.86 0.066 87+1.2 31.8

Table 6.1 Actual and fitted values of z, and p g for the experimental data depicted in

Figures 6.3, 6.4, and 6.5.
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Figure 6.6 Experimental fluorescence emittance data (points) for two 10 mm diameter
sources at positions of (z,, = 9.5 mm , p, = 0.0 mm) and {zg, = 10,0 mm, py = 23.0 mm).
The data are normalized to the emittance at p = 4.19 mm (chosen arbitrarily). The line
is the best fit of Equation 6.5 to the data. The fit returned values of 2,;=11.7+0.5 mm,
Zgp = 11.940.2 mm, 1 = 22.4+£0.1 mm, a=114+11, and B=186213. The increased error
in these fitted source depths relative to those reported for localization of a single source
resulis in part from the larger diameter of the gpherical bulbs used to contain the
fluorescent targets in the multiple source experiment. The larger diameters lead to
decreased uniformity in the excitation light distribution at the targets. Uniform

Hllumination was assumed in the fitting algorithm.
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scaling parameters, and 1 is the distance separating the sourees. The line in Figure
6.6 represents the best fit of Equation 6.5 to these data. The fit returned values of

zy, = 11.740.5 mm, 2y, = 11.940.2 mm, ., = 22.4+0.1 mm, =114x11, and p =186x13.

6.4 Monte Carlo Evaluation of the Fitting Algorithm

To test the expected accuracy of source depths returned by fitting Equation 6.4 to
fluorescence emittance data and to investigate the sensitivity of these fits to errors in
the initial estimates of p; and the diffusion coefficient 1), a series of Monte Carlo data
sois was generated to mimic the emittance due to an isotropic source residing at depths
ranging from 1 to 50 mm. The medium used in the simulations was a 150 mm thick
slab having optical properties of p,=0.01 mm™, p =6.67 mm™, g=0.85(u,'=1.00 mm™, p g4
«0.174 mm?, D=0.3830 mm), and n=1.4 (A=2.95). Photon packets were propagated
according to the variance reduction algorithm of Wang ef al. 28], and the emittance
was scored in 0.5 mm-wide concentric annular rings centered over the isotropic source.
The standard error in the emittance signal was also scored as the simulations
progressed in order to estimate accurately the uncertainty in the emittance at each
annular ring. The number of packets propagated in each simulation was chosen to
achieve an uncertainty in the emittance comparable to that of the photon shot noise
limitation inherent in the experimental detector. The number of photon packetsranged
from 5.5x10° for z,+1.00 mm to 13.0x10° for 2,=50.0 mm.

In order fo evaluate the sensitivity of least-squares fitting algorithms to the
source depth (z) when Equation 6.4 is used as a fitting function, the ¥* goodness-of-fit
statistic was computed from Equation 6.4 for each of the Monte Carlo data sets over a

range of values for z, and p_,. In these calculations, the extrapolated boundary pesition
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(z,) was taken to be 1.95 mm (the value determined by the Monte Carle simulation
parameters), and every fourth radial point from p=0 mm to p=54 mm was included,
simulating a detection fiber spacing of 2 mm. The results of these calculations are
depicted in Figure 6.7, where the inverse of x° is plotted as a function of the values of
u,; and z, used for the calculation. Caleulations for source depths of 1.0 mm (panel a),
10.0 mm (panel b}, and 50.0 mm (panel ¢) are shown. These plols demonsirate that a
well-defined global minimum in y* exists for the full range of source depths investigated
in these simulations. Although the trough surrounding the x* minimum in parameter
space becomes increasingly wide as the source depth is increased, no local minima
appear when the uncertainties in the emittance are small enough to mimie the shot
noise limit of the detector. Figure 6.7 also reveals that, except for exiremely small
source depths, the values of 1, and z, corresponding to the ¥* minimum are coupled.
Tixcept for the case of z,=1.0 mm, if either p g or z, ave fixed in the fitting process, it is
not possibie to determine tile value of the other parameter corresponding to the global
minimum in ¥2. For this reason, it is necessary to allow both p; and 2z, to vary as
ftting parameters.

An important question that arises when examining Figure 6.7 is that of the
sensitivity of the location of the global y* minimum to the exact value of the
extrapolated boundary position (z,). If the location of the global minimum changes
dramatically for small changes in z,, then accurate source localization will require
accurate a priori knowledge of z,. Since the theoretical position of the extrapolated
boundary is given by z, =2AD, the accuracy of the extrapolated boundary position is
governed by the accuracy with which the diffusion coefficient D is determined,
assuming A is known. Because accurate a priori knowledge of the diffusion coefficient

is not always possible or convenient, this uncertainty represents a potential source of
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¥igure 6.7 Inverse of the y? goodness-of-fit statistic calculated with Equation 6.4 for

Monte Carlo diffuse emittance data simulating isotropic point sources at depths of (a)

7, = 1.0 mm, (b) z, = 10.0 mm, and (¢) %, = 50.0 mm. The x and y azes represent the

values of 1, and z, used in the calculation of x°. In the calculations, z, was assumed

to be 1.95 mm,
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error in the fitting process. This point is illustrated in Figure 6.8, where contours of
constant ¥* are shown as a function of p and z, for the Monte Carlo data set
simulating a source depth of 7,=10.0 mm. The panels in Figure 6.8 depict the resulis
obtained for three different extrapolated boundary positions: z,=0.1 (panel a); z,=1.00
mm (panel b); and z,=1.95 mm (panel<). The horizontal line in each plot represents the
exact value of z, used in the simﬁiatien (10.0 mm), and the vertical line represents the
exact value of g used in the simulation (0.174 mm™). The solid contour connects
points for which ¥°=100. Subsequent line styles represent x*=500, 1000, 5000, 1x10*,
Ex10% 1x10°, and 1x10° respectively. It can be seen that the position of the x*
minimum changes as a function of the assumed position of the extrapolated boundary.
In this case, the most accurate source depths would be obtained by fixing z, at 1.00 mm
in the fitting process,

To examine the error in the reconsiructed source depth resulting from
uncertainty in the extrapolated boundary position, Equation 6.4 was fit to the Monte
Carlo data using a Levenberg-Marquardt nonlinear least squares fitting algorithm. In
these fits, z, and ., were extracted as fitting parameters while z, was held fixed at
various prescribed values. Forty fits were conducted on each Monte Carlo data set,
with z, held fixed at values ranging from zero (i.e., placing the extrapolated boundary
on the physical boundary, the so-called “zero boundary condition”} to 1000.0 mm (L.e.,
placing the extrapolated boundary nearly infinitely far away). A detection fiber spacing
of 2 mm was again assumed.

The results of these fits are shown in Figures 6.9 and 6.10. In Figure 6.9, the
percent error in the returned value for z, is plotted as a function of the value at which
z, was held fixed in each fitting procedure (bottom axis). Representative cases of z, =

1,2, 5,10, and 50 mm are illustrated. For reference, the value of the diffusion
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Figure 6.8 Contours of constant x° computed by Equation 6.4 for Monte Carlo diffuse

emittance data simulating an isotropic source depth of z;=10.0 mm. The x and y axes

represent the values of 1, and z, used in the calculation of % In the calculations, z,

was assumed to be 0.1 mm (panel a), 1.0 mm (panel b), or 1.5 mm (panel ¢). The

horizontal lines represent the value of z, used in the simulation (10.0 mm), and the

vertical lines represent the value of p g used in the simulation (0.174 mm™), The solid

contour connects points for which x%=100. Subsequent line styles represent x*=500,
1000, 5000, 1x10% 5x10% 1x10°, and 1x10°, respectively.
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coefficient corresponding o a given value of z, (., D=2,/2A) is shown on the top axis,
The dashed vertical line represents the actual diffusion coefficient used in the
simulations (D=0.33 mm, corresponding to z,=1.95 um). Only the range of z, for which
the error in 2, is a rapidly changing function of z, is shown; as z, approaches the largest
value used in the tests (1000.0 mm), the error in z, approaches the error obtained for
the case of z,=0. While the most significant errors occurred for the cases of z=0 and
z,~=, the error in the returned value of 2, is confined o +5% for source depths of 10 to
50 mm over nearly the entire examined range of extrapolated boundary positions. For
source depths of 1.0 to 5.0 mm, the error in the returned source depth was greater for
the extreme values of z, (as high as 173% for 2,=1.0 mm), but demonstrated a broad
minimum for extrapolated boundary positions in the range 1.0 mm < z, < 25.0 mm
(0.17cD<4.24 mm), In fact, for 1.0 mm < z, < 25.0 mm, the absolute error in the fitted
vélue of z, was less than 1 mun for all of the simulated data sets. Therefore, excellent
depth resclution is possible even if there is a large error in the value assigned to z, (or
D). Furthermore, since the magnitude of D is determined primarily by the transport
scattering coefficient, if 1’ can be estimated to within 50%, errors in 2z, will be
minimized. The horizontal bracketin Figure 6.9 indicates the range of z, corresponding
to estimates of p,’ which are accurate to within +50%. In addition, since the slope of the
error curve is more gradual for values of z, which are larger than the theoretically
eorrect boundary position, it is advisable to favor larger values when z, must be
estimated.

In Figure 6.10, the error in the fitted value for z, is plotted against the fitted
value of p_gfor each of the fixed extrapolated boundary positions used in the series. The
cases of z, = 1, 2, and 5 mm are shown, but similar behavior was noted for all source

depths. Each data point in Figure 6.10 represents the resulis of a fit corresponding to
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Figure 6.9Resulis of a series of fits to Monte Carlo data in which z, was held
fixed at values ranging from zero to 1000.0 mm. The error in the returned value
for z, is plotied as a function of the value at which z, was held fixed during the
fitting procedure (bottom axig). The corresponding value of the diffusion
coefficient (D) is shown on the top axis. The vertical line indicates the diffusion
coefficient used in the simulations (0.33 mm). The horizontal bracket at the
bottom indicates the range of z, corresponding to estimates of p,” which are
accurate to within x50%. Only the range of 2, for which the error in z, changes

rapidly is shown.
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Figure 6.10The error in the fitted value for z, plotted as a function of the fitted
value of pofor each of 40 fixed extrapolated boundary positions z, ranging from
zero to 1000.0 mm The cases of z,=1, 2, and 5 mm are shown, but similar
behavior was noted for all source depths. Each data point represents the results
of a fit corresponding to a different fixed value of z,. The values returned for
z,=0 and z,~~ are indicated on the plot for the case of z,=1 mm, and the
endpoints are similar for the other cases. As the extrapolated boundary position

(z,) is increased, the data points proceed in a counter-clockwise fashion.
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a different, fixed value of z,. The values returned for 2,=0 and z, >« are indicated on the
plot for the case of z,=1 mm (the endpoints are similar for the other cases), As the
extrapolated boundary is moved further away from the physical boundary, thereturned
values for z; and p. proceed in a counter-clockwise fashion, The dotted vertical line
indicates the value of p_; used in the simulations {0.174 mm™). Itis interesting to note
that as the extrapolated boundary position approaches infinity, the fitted z, and 14
parameters approach values similar to those obtained for the case of z, = 0. This
behavior can be understood by considering Equations 6.2 and 6.3. If z, is set equal to
zero in Equation 8.3, then for a given value of p, the values of r; and r, will be equal,
making the two ferms in Equation 6.3 identical. For z,=0, the fluence described by
Equation 6.2 is zero. Thus, to within a multiplicative constant, the emittance described
by Equation 6.1 for z,=0 is equivalent to the expression for the z-compenent of the flux
of a single emitter. The emittance described by Equation 6.1 for the case of z,#= is
equal to the sum of the fluence and the z-component of the flux for a single emitter.
Because of this, the fitted values of p_; and z, for these two cases will be identical to the
extent that the fluence and the flux terms are in constant proportion to one another for
the entire sampled range of p. This is precisely the requirement of the partial-current
diffusion theory boundary condition, which specifies that at the boundary, ¥ = -2Aj,.
While this condition is minimally satisfied for small source depths (for which the
relative magnitudes of the fluence and the flux terms change significantly from p=0 to
p=54 mm because of non-diffuse light present in regions corresponding to small p), it
iz more nearly satisfied with increasing z,. Thisis evidenced in Figure 6,10 by the fact
that, as 7, 1s increased, the gap between the points corresponding to the extreme values
of z, decreases.

We have observed that the fitted values for z, and p g returned by the algorithm



CHAPTER 6B, LOCALIZATION OF LUMINESCENT INHOMOGENEITIES 213

we have implemented are stable with respect to the initial seed value used for p.
When the seed value for p s was varied from 0.0174 mm™* (one tenth the value used in
the simulations) to 1.74 mm™ (ten times the value used in the simulations), the fitting
algorithm converged on the same parameter values depicted in Figures 6.9 and 6.10
{data not shown), This robust property of the fitting function, in conjunction with the
relative insensitivity to the precise position of the extrapoiated boundary, permits
accurate reconstruction of source depths even when no a priori information is available
regarding the optical properties of the medium.

These Monte Carlo experiments demonstrate that, when using Equation 6.4 as
a fitting function, i{ is possible {o obtain depth estimates accurate to within 1 mm for
sources buried at depths ranging from 1 mm to 50 mm when the extrapolated boundary
position is fixed at a constant value. This is true even if initial estimates of the
medium’s optical properties (.e., n gy and D) are in error by an order of magnitude or
more. These conclusions are consistent with the experimental results presented in the

preceding section.

6.5 Limitations Imposed by Background Luminescence

The experiments described in the preceding sections were conducted under
conditions of ideal partitioning of the luminescent agent into the region of nterest.
This is not representative of the scenario in vivo where, under optimal conditions, the
target to background uptake ratio is likely to be on the order of 10:1, a value reported
recently by Woodburn et al. for the photosensitizer hutetivm texaphyrin [14]. The
contribution of non-specifically localized lumiphore to the total emittance signal must

therefore be assessed in order to determine the practical limitations of the technigue
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described here.

In this section, we determine the emittance from a semi-infinite medium with
a uniformly distributed lumiphore assuming steady-siate, plane-wave iumination.
This constant background signal is then superimposed on the emittance signal
calculated by Monte Carlo simulations as described in Section 6.4 from a small
gpherical inclusion located at various depths. Equation 6.4 is then fitted o this
“contaminated” emitiance signal to determine the degree of error introduced in the
fitted source depth. In this manner, a lower bound can be determined for the effective
target to background contrast required for accurate localization of a source at a given
depth.

Congider a semi-infinite scatfering medium having a uniformly distributed
lumiphore and a luminescence quantum yield ¢. For notational simplicity and in
accordance with the experimental measurements described in Section 6.3, assume that
the medium optical properties at the absorption and emission wavelengths are
identical. Assuming plane wave irradiation at the surface with an incident fluence rate

F,, the fluence rate at depth z is written [29]
$z) = (A4, + Flexp(-pz) + Ajexp(-uz2) (6.6)
with A, and A, given by:

3F (v gin,)

N 2 2
p’; Ape_ﬂ“

¥

1

6.7}

2

A, (31 +2m,) - 6F,u 8
3"1: +2peﬁ'

The luminescence emittance resulting from this excitation light distribution is
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determined by integrating the Green’s function for the emittance due to a plane source
at depth z over the entire semi-infinite space, weighting the source intensity according
to the fluence rate given by Equation 6.6. The fluence rate must be muitiplied by a
scale factor of dp,dz to obtain the amount of excitation light which is absorbed and
subsequently re-radiated. The result is [30]

E - ooty A
e Ry Zhy

) (6.8}

where C=3p,/(3n,” + 2p.4).

We may compare the strength of this constant background emittance with that
originating from a spherical luminescent inclusion located at depth z, The
luminescence emitied at the surface of the inclusion will be a fraction of the incident

fluence {given by Equation 6.6). That fraction is given by

—THL = exp (Hy Tind) 6.9)
Wincident

where 1., is the radius of the inclusion and . - is the absorption coefficient within the
inclusion.

Figure 6.11 depicts the ratio of the maximum emittance originating from a 6
mm diameter spherical inclusion (H_,, ;.) to the emittance originating from
nonspecifically localized lumiphore (E, . ) as a function of the depth of the inclusion (z,).
The background luminescence was calculated from Equation 6.8, the inclusion
emittance was calculated from Equation 6.1 (at p=0, the location of maximum
emittance}, and the luminescence intensity at the surface of the inclusion was

normalized to the value specified by Equation 6.9. Optical properties of n,=0.01 mm™,
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Figure 6.11The ratio of the maximum emittance from a luminescent spherical
inclusion (E_,, ...} buried at a depth 2, in a semi-infinite turbid medium to the
emittance originating from non-specifically localized lumiphore within the medium
(E,..» The optical properties at the absorption and emission wavelengths are ,=0.01
mm?, 1~6.67 mm”*, and g=0.85, and plane-wave illumination is assumed. The

diameter of the inclusion is 6 mm, and the target:background uptake ratie is 10:1.
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1,=6.67 mm™, and g=0.85 (identical to those used in the Monte Carlo simulations) were
assumed, and B, was taken to be 0.1 mm™ (10:1 target to background uptake ratio),
Index-matched boundary conditions were assumed for these calculations, but the arder
of magnitude of E ... /Ey . will not change when an index mismatch is present at the
boundary. Except for the most superficial source depths, the emittance from the
inclusion is com pletely dominated by the emittance from the bulk medium. In addition,
for p>0 (off the axis of symmetry), the situation worsens considerably. Under conditions
of realistic target to background uptake ratios, it is clear that mechanisms which
provide significant additional contrast must be exploited for this localization technique
to be considered practical.

To determine the effective target to background contrast required for accurate
source localization, constant background signals of various amplitudes were
superimposed on the Monte Carlo data described in the previous section. The data
were then renormalized to the total signal at p=0, and Equation 6.9 was fitted to the
background-contaminated Monte Carlo data to extract the apparent source depth.
Figure 6.12 {llustrates representative background-contaminated data for source depths
of 5 mm (panel a) and 25 mm (panel b). Four cases are illustrated in each panel: the
original data (B, , = 0) and background-contaminated data for E,_ . /Eyq = 10%, 10°,
and 10°. Fitted source depths and associated errors for these values of B, ../ ar€
presented in Table 6.2 for simulated source depths of 1 mm <z, < 25 mm. Table 6.2
also indicates the effective target to background contrast represented by each value of

E /E, 5. For example, Figure 6.11 indicates that, under conditions of cw plane-

max !
wave irradiation, E__,, /E, . for a 6 mm diameter spherical inclusion at z,=25 mm is

approximately 10® In order to increase E_ . /B, to 10° (the minimum value

illustrated in Figure 6.12), an effecfive target to background contrast of 107 is required.
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Figure6.12 Simulated luminescence emittance data from point sources buried at z,=5
mm (&) and z,=25 mm (b) in a semi-infinite furbid medium (1,=0.01 mm™, p =6.87 mm’
!, g=0.85) with superimposed background luminescence. The data were generated by
adding a constant offset luminescence to the Monte Carlo data described in Section 6.3
and then renormalizing the data to the signal at p=0. Data are presented according to
the ratio of the maximum point source emittance (B ... ) to the background emittance

(Ey.n)- The bottomamost line in each panel corresponds to E; 3, =0.
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Fuio. ! Boae = 10° | Bpine. / By = 10° | B / B = 107 Eup =0
Fitted| Abs. | Eff. |Fitted| Abs. | Eff. |Fitted Abs. | Eff Fittedl Abs. | Eff,
7, |ErroriContr] z, |Error|Contr| 1z, :Error|Contr] =z, |FErrorContr.

5 26 | -24 10° 1 86 | <14 | 10°] 38 | -1.2 10" | 45 | 05 o
10 65 | .35 | 10°} 87 | 33 10°] 84  -L6 | 10° | 9.0 | -1.0 oo
15 2151465 | 10°F 72 | 7.8 107 | 136 -14 | 10° | 143 | -0.7 |
20 336 4136 10°] 5.1 |-149] 10° {177 231 W0° {191 09! «
25 50.6 |+25.6) 107 | 185 -95 | 10° | 199 | 51| 10| 252 +0.2 |

Table 6.2 Actual and fitted values of z, for the background-contaminated emittance

data depicted in Figure 6.12. The absolute error in the fitted source depth is alse

reported. E,__ ... denotes the maximum emittance from the buried spherical inclusion

(at p=0), and E,,, denotes the emittance from non-specifically localized lumiphore.
Cases of B, 5 = 0 (the original, uncontaminated data) and B .. / By = 10°, 10°, and

107 are shown. For a given source depth, the effective contrast is the value of

E

max ine.

value of E_ ;.. / By, from Figure 6.11.

/ B, 5, for the simulated data (shown in the top row of the table) divided by the
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Table 6.2 indicates that sources as deep as 20 mm are localized with
approximate accuracies of +10% or +1 mm (whichever is greater)forE___._ /B, . > 107
(effective contrasts of 107 to 10*"). Judging from the level of contamination still present
at large p for this background level (Figure 6.12), it is also likely that an additional
order of magnitudein B ___ . /E, . would yield significantly improved fits for the 25 mm

source depth.

6.6 Discussion and Conclusions

It is interesting to note that the center of the single spherical souree is loeated
with an accuracy of 1 mm when the source itself is 6 mm in diameter. This is because,
to within a multiplicative constant, the diffuse emittance of a uniformly irradiated
spherical luminescent source of any diameter is identical to that produced by a point
source located at the center of the sphere [31], In the experiments conducted with a
single, 6.0 mm-diameter fluorescent source, the spherical inclusion was sufficiently
small that the intensity of the excitation light at the outer surface of the sphere was
reasonably uniform. In the ease of the experiment that localized two inhomogeneities,
the diameter of each source was 10.0 mm. Since the attenuation of the excitation beam
by the bulk medium varies more significantly over this length scale, it is reasonable to
expect increased error in the reported source depth. In faet, the source depths in this
case were overestimated by approgimately 2 mm. In the future, this work will be
extended io the development of a complete imaging algorithm. This will allow for the
forward propagation (attenuation)ofthe excitation beam and convolution of the Green's
function evaluated in this report over an arbitrary source distribution, The assumption

of uniform excitation will then be unnecessary.
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While the background Raman signal discussed previously jmposed a limit on the
maximum source depths from which signals could be recovered under these gpecific
expeﬁmental conditions, itis likely that in pivo measurements may not be as adversely
affected by Raman seattering. Contrast agents may exist which possess Stokes shifts
such that the Juminescence emission maxinum does not lie within the spectral region
most severely contaminated by tissue Rarpan scattering. In addition, the irradiation
wavelength may also be tuned to move Raman interference out of the wavelength
region gampled by the detector. Finally, since the efficiency of the Raman scattering
process decreases as the fourth power of the wavelength, asnew Juminescent probes are
developed pOSSessing significant extinction at longer wavelengths, the contribution of
Raman scattering to the background light will diminish. These observations do,
however, illustrate the potential iprportance of considering the Raman scattering
spectrum of tissue for determining candidate fluorophores for in vive luminescence
imaging. At the present {ime, & far more significant obstacle to this and other methods
attempting to optically localize buried sources of fluorescence from exogenously
administered contrast agents is that ofthe speciﬁciﬁy {tumor to normal tissue contrast)
of currently available tumor-seeking dyes- The problem of background fluorescence has
recently been considered by others in the context of time- [32] and frequency-dom ain
20,22} and steady-state 15} imaging methods.

An encouraging potential application of these methods 18 the use of oxygen-
guenched phosphorescence to image centers of hypoxia in tissue. Several investigators
have aiready published elegant studies in which the large phosphorescence vields of
certain metalloporphyrins are exploited to provide two-dimensional maps of local
oxygen tension in superficial layers of tumors and normal tissues (16,33,34]. These

maps are based on the fact that phosphorescence from these molecules is readily
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n

quenched by ground state molecular oxygen (°0,), and therefore the phosphorescence
lifetime is dependent on local 20, concentration. Under steady-state irradiation, the
triplet population, {11, of the phosphorescent probe is given by [T/ = @1,/ (R, + B JPO,D,
where &, is the quantum yield of triplet formation, I_ is the rate of photon absorption
by the ground state of the probe, k, is the intrinsic rate of decay of the triplet state, and
k., is the bimolecular rate at which the triplets are quenched by °0,. Using well-known
literature values [35) for the triplet state rate constants (k,=1250 57, k,,=1.85 x 10° M’
vy and assuming an oxygen concentration in well perfused normal tissue of
approximately 100 pM, one finds that the triplet state concentration in severely hypoxic
regions exceeds that found in oxygenated normal tissue more than 100 - fold even when
the phosphor exhibits no selectivity for the tumor. Of course, when there is some
preferential tumor accumulation of the phosphorescent contrast agent the signal
contrast is correspondingly more favorable. On the hasis of these simple considerations,
it is evident that the hypoxic tumor/mormal tissue contrast is significantly higher for
this case than it is for the case in which tumor detection and localization relies on
preferential uptakefretention of a fluorophore. This intrinsically highercontrast makes
possible the optical imaging of hypoxic tumor regions which reside at depths where
fluorescently labelled tumors would not be detectable because of fluorescence
originating from nonspecifically localized fluorophore. Toour knowledge, this technique
has not yet beem extended fo the problem of reconstructing accurately the 3-
dimensional spatial origins of phosphorence signals from relatively thick (~3-5 cm)
tissues such as the compressed breast,

Ttis also possible that significantly enhanced hypoxia “weighting” of the detected
signal may be obtained by gating signal acquisition to begin at times which are delayed

with respect to the end of a brief pulse of excitation light. This may be appreciated by
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considering the time-dependent phosphorescence signal, S(t), which is, S(8) ~ $I exp(-
t/ 1, where ¢, and I, were defined above as the triplet yield and rate of photon
ahsorption, respectively, t ig the time, and ¢ is the phosphorescence lifetime. The rate
of phosphorescence decay, 1/7, is the sum of contributions from the intrinsic rate, k,
and the oxygen quenching term, k, [0,]. Using the typical porphyrin rates cited above,
the phosphorescence lifetime in well oxygenated (-100 pM) normal tissue is
approximately 8 ps, while in severely hypoxic (~0.1 uM) tumor regions the lifetime
approaches 700 gs. This pronounced oxygen dependence creates favorable cenditions
for preferential detection of phosphorescence signals from hypoxic areas. For example,
with a temporal gate of 60 us and a 750 ps integration time, the ratio of the signals
from hypoxic and well oxygenated regions receiving identical excitation intensities is
107. Extending the gate to 100 us with the same integration time increases this signal
contrast to more than 10", This extraordinary contrast is accomplished with only
negligible loss of signal from the phosphor in the hypoxic region. At 100 ps, for
example, the signal from a severely hypoxic (0.1 pM) tumor region is still 87% of its
maximum value.

The high contrast thaf is available through temporally delayed data acquisition
makes it a very promising candidate for detecting and imaging hypoxic tumors using
the spatially-resolved diffuse luminescence emittance technique described here,
particularly in optically accessible regions such as the breast. For example, Table 6.2
demonstrates that with an effective contrast of 10%°, 6-mm diameter spherical
inclusions as deep as 15 mm were localized with 10% accuracy. The 20 mm source
depth was recovered to within 2.3 mm. These tissue thickness are approximately one-
half the thickness of a compressed breast.

In summary, these studies have demonstrated the experimental ability to
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localize sources of luminescence buried as deep as 40 mm with an accuracy of 1.0 mm
or better. This resolution can be achieved without a priori knowledge of the optical
properties of the medium. Monte Carlo studies have been presented which suggest that
when the luminescence emittance signal is shot-noise limited, sources buried as deep
as 50 mm (the deepest sources modelled in these studies) can be localized with similar

accuracy.
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CHAPTER 7

Conclusions

Chapters 1.5 of this thesic described several methods for noninvasive
measurement of the optical properties of highly scattering media. These techmiques
involve analysis of the intensity of the reflectance emitted from a semi-infinite
scattering medium at multiple prescribed distances from a narrow, collimated beam
normally incident upon the medium’s surface.

It has been demonstrated that the diffusion approximation to the Boltzmann
radiative transport equation, which is generally valid when the transport scattering
cross-gection dominates the absorption cross-section by a factor of approximately 100
or more, can be used to accurately model the optical fluence in a homogeneous infinite
medium at source-detector separations larger than approximately 1 transport mean
free path. Boundary conditions which may be applied at the interface bhetween
scattering and non-scattering media and which are consistent with the diffusion
approximation were also described. Analytical expressions for the reflectance emitted
from semi-infinite media were developed using these boundary conditions. These
expressions were fitted to experimental reflectance data in order to extract the medivm
absorption and transport scattering coefficients, and accuracies of 10% or better were
achieved.

In situations where the optical absorption coefficient is comparable in magnitude
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to the transport scattering coefficient, diffusion theory is no longer valid. Under these
conditions, it has been demonstrated that the P, approximation to the radiative
fransport equation, combined with appropriate boundary conditions, can accurately
model the reflectance originating from a collimated beam at source-detector separations
as small as 0.25 transport mean free path. Analytical reflectance expressions derived
from the P, approgimation were used to analyze experimental reflectance data collected
at small («<3 mm) source-detector separations from highly absorbing semi-infinite
media. The absorption and transport scattering coefficients thus obiained were
demonstrated to be accurate to within 10% for transport albedos as small as 0.59,

In Chapter 6, a technique for localizing a buried source of luminescence in a
semi-infinite turbid medium using continuous-wave excitation was described. This
technique exploited a diffusion-theory expression for diffuse luminescence emittance
which was a direet ouigrowth of the work presented in Chapters 1-5. It was
demonstrated that a small spherical luminescent inelusion buried in a semi-inifinite,
non-luminescent tissue-simulating phantom could be localized to 1.0 mm accuracy for
sources of uminescence as deep a2s 40 mm. A theoretical analysis of the effects of non-
specifically localized lumiphore was also presented, and the results of that analysis
indicated that sources as deep as 15 mm could potentially be localized to 1.0 mm
accuracy if an effective target-to-background contrast level of 10° could be realized. One
mechanism for providing such a level of contrast was proposed.

The techniques deseribed in this thesis were developed in the context of a search
for noninvasive methods of determining the optical properties of biological tissue.
During the time required to complete this work, the field of biomedical optics has
continued to evolve at a rapid pace. As this evolution continues, miniaturized probes

which are capable of the localized measurements required for optical biopsy and which
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are appropriate for endoscopic applications will likely become increasingly
commonplace. It is hoped that the methods described here will find application in the

analysis of clinical data collected from such diagnostic systems.



