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Abstract

Human detection thresholds in the tone-in-noise (TIN) paradigm are often explained by the power spectrum model, which evaluates the stimulus energy at the output of an auditory filter. However, human thresholds are minimally affected when the stimulus energy is made less reliable. Stimulus envelope has been proposed as a cue for the condition. The envelope of a narrowband maskers is encoded in the slow fluctuations of responses of auditory-nerve (AN) fibers, which is affected by cochlear compression and inner-hair-cell (IHC) saturation. Because, neurons in the inferior colliculus (IC) are sensitive to amplitude modulation (AM) depth and frequency, IC responses were hypothesized to explain detection of masked tones based on sensitivity to fluctuation, for both in-phase (diotic) and out-of-phase tones (dichotic) with identical noise maskers. Recordings were collected in the IC of awake rabbits. For the diotic condition, narrowband gaussian noise (GN) and low-noise noise (LNN) were used as fluctuation amplitudes in the stimulus envelope and in model AN responses decrease for GN maskers but increase for LNN upon addition of tones near threshold. IC neurons excited by AM were expected to have response rates positively correlated with fluctuation amplitudes, whereas neurons suppressed by AM were expected to have rates negatively correlated. As predicted, changes in rate upon addition of a tone were significantly correlated with sensitivity to AM.

In the dichotic condition, previous modeling studies have proposed interaural-correlation (IAC) as a cue for detection, and sensitivity to interaural time difference (ITD) has been proposed to be the physiological basis. Here, IAC-, ITD-, and envelope-based hypothesis were all tested. Results showed that all three cues explained a proportion of dichotic TIN responses, and IAC-based cues topped. However, these cues may not be independent. Additionally, the rate-based thresholds of the most sensitive neurons for both GN and LNN
masker were similar to human detection threshold. However, the rate-based thresholds of the most sensitive neurons did not vary across frequencies for the dichotic condition, whereas human detection thresholds substantially decrease with increasing tone frequency. Therefore, threshold difference between the diotic and dichotic conditions were different between neural data and human psychophysical data.
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Chapter 1. General Introduction

People with hearing loss have difficulty understanding conversations in noisy environments, and everyone experiences some degree of hearing loss with age. Yet the detection strategy used by listeners with normal hearing is still unclear. In the tone-in-noise (TIN) detection task, as the name indicates, listeners are presented with either a noise-alone waveform or a tone-plus-noise waveform, and they respond to indicate whether or not they hear the tone. With the simplest possible auditory target, a tone, studying TIN detection may improve our understanding of neural mechanisms of detection in noise, as well as general sound-encoding strategies of the auditory system.

In studies of TIN detection, researchers have varied parameters such as the tone frequency and noise bandwidth. Another variation is in the presentation of binaural stimuli; for example, comparisons are often made between detection thresholds for identical noise and tones presented to the two ears (\(N_0S_0\), diotic) and identical noise but antiphase tones (\(N_0S_{\pi}\), dichotic). Behavioral monaural and binaural TIN detection have been studied for several decades (e.g., Fletcher, 1940; Hirsch, 1948), but the underlying neural mechanisms are still under debate. The goal of this thesis is to improve our understanding of the monaural and binaural neural cues used in TIN detection by recording single-neuron responses in the inferior colliculus of awake rabbits.

1.1 Diotic TIN detection

In the 1930s, knowledge of hearing mechanisms was focused on the peripheral auditory system: sounds are decomposed into frequencies along the basilar membrane of the cochlea (Helmholtz & Ellis, 1875; Fletcher, 1940), analogous to a bank of band-pass filters. According to the literature, to detect a tone in masking noise, the tone-to-noise
intensity ratio at the output of the filter tuned to the target frequency must exceed a criterion. Thus, higher tone levels are needed for detection as noise bandwidth increases (for a noise with fixed spectrum level), i.e. detection threshold increases with increasing bandwidth. According to this assumption, the threshold no longer increases once the masker bandwidth exceeds a certain bandwidth (i.e. the critical band), because the additional components outside the bandwidth of the filter tuned at the target frequency cannot mask the target tone. This concept of critical bands and the bank of auditory filters is the basis of the prevalent energy model, or power-spectrum model (Greenwood, 1961; Moore, 2007; Patterson, 1986). Later, researchers spent decades estimating the critical bandwidth using tone-detection thresholds, with or without modification of the noise masker (Greenwood, 1961; Irino & Patterson, 1997; Moore & Glasberg, 1983; Moore, Peters, & Glasberg, 1990; Patterson, 1976). The energy model has not only been used to explain human TIN detection thresholds, but also many other tasks, such as frequency discrimination (Wier, Jesteadt, & Green, 1977) and gap detection (Shailer & Moore, 1983). Additionally, the energy model has been used as the first level of processing in models for more complex auditory processing, such as pitch perception (Meddis & O'Mard, 1997), interaural correlation (Bernstein & Trahiotis, 1997), and speech segregation (Roman, Wang, & Brown, 2003).

However, the energy model fails in several conditions. First, in a roving-level paradigm, energy cues are made unreliable by randomly varying the stimulus level across stimulus intervals. Detection thresholds in the roving-level paradigm are much less affected than the energy model predicts (Kidd, Mason, Brantley, & Owen, 1989). Second, in an equal-energy paradigm, human thresholds cannot be explained by the energy cue
alone, whether the energy of the stimulus waveforms is equalized before or after adding a tone (Richards, 1992; Richards & Nekrich, 1993).

Physiological studies also do not support the power-spectrum model. Although incoming sounds are decomposed into frequencies on the basilar membrane, the width of the excitatory frequency range becomes larger with increasing sound level (Ruggero, 1992). At 60-70 dB SPL, at which listeners are usually tested in psychophysical studies, a much wider frequency range than the “critical band” (i.e. a few kilohertz) is excited on the basilar membrane (Ruggero, 1992); similarly, auditory-nerve (AN) fibers respond to a wider frequency range than critical bandwidth at 70 dB SPL (Geisler, Rhode, & Kennedy, 1974; Guinan & Gifford, 1988). Energy cues have been proposed to be encoded by the average rates of low-spontaneous-rate (LSR) AN fibers, i.e. increasing rates indicating higher sound levels (Costalupes, 1985; Delgutte, 1990). However, high-spontaneous-rate AN fibers are the major afferent input to the central system (Liberman, 1978), and usually saturate at approximately 30 dB SPL (Liberman, 1978; Schalk & Sachs, 1980; Smith, 1979). Neurons in the cochlear nucleus, which receives input from AN fibers and projects to higher levels, either have limited dynamic ranges (about 30 – 35 dB SPL, May & Sachs, 1992), or do not project to ascending pathways (review: Carney, 2018).

What could be the cue that listeners use for TIN detection if not energy? One possible answer is the envelope. In contrast to the temporal fine structure, the envelope is the relatively slow fluctuating outline of a sound waveform (Fig. 1.1 B and C). Narrowband gaussian noise has a fluctuating envelope, and adding a tone tends to flatten the envelope. Envelope cues have been shown to be accessible to human listeners (Hall, Haggard, & Fernandes, 1984; Kohlrausch et al., 1997; Richards, 2002; Richards & Nekrich, 1993). Previous studies have shown that an envelope-based model can better predict
human thresholds in a roving-level condition than an energy model can (Richards, 1992), and envelope-based models have been shown to explain other auditory tasks (Dau, Kollmeier, & Kohlrausch, 1997; Dau, Verhey, & Kohlrausch, 1999; Davidson, Gilkey, Colburn, & Carney, 2009; Mao & Carney, 2015; Mao, Vosoughi, & Carney, 2013). The envelope-based encoding strategy also has a strong physiological basis. The envelope of a sound waveform is embedded in the temporal responses of AN fibers (i.e. in the slow fluctuations of post-stimulus time histograms, PSTHs) (Dreyer & Delgutte, 2006; Joris & Yin, 1992; Shamma, 1985). Neurons in the IC are tuned to the modulation frequency of sinusoidally amplitude-modulated (SAM) sounds (e.g., Krishna & Semple, 2000; Langner & Schreiner, 1988; Nelson & Carney, 2007; review: Joris, Schreiner, & Rees, 2004), as described by the modulation transfer function (MTF); that is, IC neurons are sensitive to envelope frequency and modulation depth. However, SAM sounds are periodic stimuli, but most sounds encountered in real life or in psychophysical experiments are not (such as TIN stimuli). IC neurons have good timing precision in response to SAM sounds (e.g., Griffin, Bernstein, Ingham, & McAlpine, 2005; Krishna & Semple, 2000; Langner & Schreiner, 1988; Rees & Moller, 1983), as well as stimuli with steep envelopes (i.e. they phase-lock to the stimulus envelope) (Lee, Osman, Volgushev, Escabi, & Read, 2016; Zheng & Escabi, 2013); even in response to non-periodic stimuli, response timing is reliable and repeatable (Keller & Takahashi, 2000).
Figure 1.1: Simplified diagram of auditory pathway (A) and model responses to noise (B-E) and tone-plus-noise (F-I). A) Incoming sound waveform is first processed in the cochlea, then encoded by auditory-nerve (AN) fibers, the cochlear nucleus (CN), inferior colliculus (IC), and higher auditory levels. B) Narrowband gaussian noise. C to E) Model responses (probability of firing vs. time) to the narrowband noise at the level of AN, CN, and IC (band-enhanced neuron). F) 0-dB SNR tone embedded in the narrowband gaussian noise. G to I) Model responses to tone-plus-noise. Red curves in B, C, F, and G indicate stimulus envelope and AN neural fluctuation. Note that amplitude of AN fluctuation in C is larger than in G, in D is larger than in H, and rates in E is larger than I, upon addition of a tone.

1.2 Binaural TIN detection: in-phase vs. out-of-phase tones

Simply inverting the phase of the tone presented to one ear relative to the other (i.e. out-of-phase tones, $S_{\pi}$) in the presence of identical noise at the two ears (referred to as the $N_{0}S_{0}$ condition) can result in a much lower detection threshold than for an in-phase tone ($N_{0}S_{0}$). The threshold difference between $N_{0}S_{0}$ and $N_{0}S_{\pi}$ conditions is called the binaural masking level difference (BMLD, Hirsh, 1948). This phenomenon was first explained by Jeffress using a binaural model for spatial localization (Jeffress, Blodgett, Sandel, & Wood, 1956). In this model, each side of the brain is hypothesized to have a "delay net," in which neurons are sensitive to a specific delay between the inputs from the
two ears. Therefore, for an out-of-phase tone but identical noise at the two ears, representations of the tone and of the noise masker can be separated and the tone is easier to detect. Later, the equalization-cancellation (EC) model was proposed to explain BMLDs (Durlach, 1964a, 1964b). The EC model first determines whether the signals from the two ears are identical (equalization process); if not, the signals are subtracted one from another (cancellation process). Bernstein and Trahiotis later proposed a model based on normalized cross-correlation (Bernstein & Trahiotis, 1997, 2014, 2017) in which the waveforms presented at the two ears are processed before the step of cross-correlation, mainly by a gammatone filter with the “critical bandwidth” and an envelope compressor. All of these models have been shown to successfully explain some human detection thresholds. However, most of these models are based on signal processing of the stimulus waveforms; the physiological basis of the models was assumed to be the sensitivity of central auditory neurons to interaural differences in the stimuli.

When the sound source is not centered in front of the head, the ear closer to the source will receive the sound earlier and at a higher sound level than the opposite ear. The resulting interaural time (phase) and level differences (ITD/IPD, ILD) are proposed to be cues for sound localization. Neurons in the medial superior olive are sensitive to ITD or IPD (Goldberg & Brown, 1969; Yin & Chan, 1990), whereas neurons in the lateral superior olive are sensitive to ILD (Boudreau & Tsuchitani, 1968; Tollin, Koka, & Tsai, 2008; Tsuchitani, 1997; review: T. C. T. Yin, 2002). A peak ITD delay function (rate vs. ITDs) indicates that the neuron responds more strongly to small or zero ITDs than to large ITDs, whereas neurons with trough ITD delay functions respond in the opposite manner. Adding an out-of-phase tone with increasing level to identical (diotic) noise introduces ITDs to the stimulus, and at high tone levels, the 180°-phase difference of the tone
dominates the ITD. Therefore, as stimulus ITD increases from zero with increasing tone level, neurons with peak ITD delay functions are expected to have decreasing rate with increasing tone level, while neurons with trough ITD delay functions are expected to have increasing rate with increasing tone level. This hypothesis was examined in the inferior colliculus (IC) with a 500-Hz tone embedded in a gaussian noise, and neurons responded as expected (Jiang, McAlpine, & Palmer, 1997). However, if detection of an antiphase tone were only based on ITD sensitivity, the BMLD would only exist at low frequencies (i.e. <1.5 kHz), as the frequency range of significant ITD cues is limited by the size of the head (Yin, 2002). However, listeners have BMLDs at frequencies well above 1.5 kHz (Goupell, 2012; van de Par & Kohlrausch, 1999). Previous studies have proposed that envelope-based cross-correlation is available at high frequencies (Bernstein & Trahiotis, 1996; Durlach, 1964b), but there have been no physiological studies to test this hypothesis.

1.3 Proposed envelope-encoding strategy

Based on the existing literature, we proposed an envelope-encoding strategy up to the level of IC to explain TIN detection and tested it with IC neural responses in this study. Figure 1.1 shows a flow chart that describes the processing stages (A) and model responses at each stage (B – I). Narrowband Gaussian noise maskers are used in this illustration. When sounds arrive at the cochlea, the basilar membrane vibrates so that the inner hair cells (IHCs) convert the mechanical signal into an electrical signal and stimulate the AN fibers. Note that most AN fibers have high spontaneous rates and saturate at medium-to-high sound levels (Liberman, 1978); that is, responses rates of these AN fibers do not change much with changes in stimulus energy (overall height in C vs. G). Therefore, the encoded envelopes in the slow fluctuation of AN responses, and in particular, the
amplitude of neural fluctuations, are similar across levels, thus providing a possible explanation for human performance in the roving-level paradigm. These high-spontaneous-rate fibers are proposed to form the basis of the envelope-encoding strategy, and descriptions in this study will be limited to this type of AN fiber. For the noise-alone presentation, the AN response fluctuates as the stimulus envelope fluctuates. When adding a tone, the stimulus envelope flattens, so the amplitude of AN neural fluctuations decreases. IHCs also play a critical role upon addition of a tone. IHCs have a nonlinear relationship between input sound level and response voltage (Russell & Sellick, 1978). When adding a tone, the energy of the incoming sound increases and drives the IHC input/output transduction nonlinearity into saturation. This saturation flattens the neural fluctuations of AN responses. In summary, the amplitudes of AN neural fluctuation flatten upon addition of a tone, due to both the flattened envelope of the stimulus and the IHC nonlinearity. As Fig. 1.1C and G show, the red curve in C is more fluctuating than in G. The amplitude of neural fluctuations is enhanced in the cochlear nucleus (D vs. H) and later processed in the IC, reflected by the average rates of IC neurons. IC neurons are sensitive to envelope, and tuned to amplitude modulation, described by their MTF shape (Review: Joris et al., 2004). Band-enhanced MTF shape indicates that a neuron is excited by more modulated sounds, and thus is hypothesized to respond more strongly to larger fluctuations in general (e.g., narrowband gaussian noise). For example, in Fig. 1.1, the model IC neuron has a band-enhanced MTF; responses to noise (E) are stronger than to tone-plus-noise (I). A band-suppressed MTF shape, opposite to the band-enhanced MTF, indicates that a neuron responds more strongly to less modulated sounds, and thus is hypothesized to respond more strongly to lower amplitude fluctuations in general (e.g.,
tone-plus-noise). Therefore, changes in the average rates of IC neurons to tone-plus-noise stimuli are hypothesized to be affected by their MTF shape.

1.4 Overview of the thesis

Envelope-based cues have been shown to explain human $N_0S_0$ TIN detection thresholds when the energy model fails in diotic conditions, such as the roving-level paradigm (Richards, 1992), and to predict human detection performance better than classical ITD and ILD cues in the $N_0S_\pi$ condition (Mao & Carney, 2014). Envelope cues also have a strong physiological basis, but they have not been tested with TIN stimuli. The goal of this thesis is to test the hypothesis that neurons in the IC respond to TIN stimuli according to their MTF shape, for both $N_0S_0$ and $N_0S_\pi$ conditions. Single-neuron responses were recorded with a wide range of noise levels and tone levels for TIN stimuli.

For the $N_0S_0$ condition, two types of noise masker were used: narrowband gaussian noise (GN) and low-noise noise (LNN), which is narrowband but with flat envelope. These two maskers have different envelope statistics which help identify representations of envelope cues in IC neural responses to TIN stimuli. For $N_0S_\pi$ conditions, prediction of the changes in IC neural responses as a function of SNR were compared between ITD-, interaural-correlation- and envelope-based hypotheses. The differences in neural thresholds between $N_0S_0$ and $N_0S_\pi$ conditions (i.e. BMLDs) were calculated and compared with available human and rabbit behavioral data.

The next two chapters, both presented in the form of journal papers, describe the experimental design and results. Chapter 2 describes the IC neural responses to diotic tone-in-GN and tone-in-LNN stimuli, including both rate and timing analyses. Chapter 3 describes the neural responses to tone-in-GN stimuli for both $N_0S_0$ and $N_0S_\pi$ conditions,
as well as neural BMLDs. Chapter 4 includes a general discussion, conclusion, and suggested future directions. The appendix presents a publication that describes simulation of neural responses to diotic tone-in-GN data with a monaural phenomenological envelope-based model that reflects the general hypothesis of this thesis.
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Chapter 2. Responses to Diotic Tone-in-Noise Stimuli in the Inferior Colliculus

2.1 Abstract

Human detection thresholds in diotic tone-in-noise (TIN) paradigms are often explained by the power-spectrum model, which evaluates the stimulus energy at the output of the auditory filter centered at the tone frequency. However, human thresholds are minimally affected when stimulus energy is made less reliable; therefore, the stimulus envelope has been proposed as a cue for TIN detection. The stimulus envelope is encoded in the slow fluctuations of responses of auditory-nerve (AN) fibers, and is affected by cochlear compression and inner-hair-cell (IHC) saturation. Here, IC responses were hypothesized to reflect changes in both the stimulus envelope and neural fluctuations upon addition of a tone to narrowband gaussian noise (GN) and low-noise noise (LNN). Neurons in the inferior colliculus (IC) are sensitive to amplitude-modulation depth and frequency, as described by modulation depth and transfer functions (MTFs). When adding a tone to GN, the fluctuation amplitudes in AN responses are reduced; in contrast, adding a near-threshold tone to LNN increases fluctuation amplitudes in the stimulus and model AN responses. Response rates of neurons with band-enhanced (BE) MTFs were expected to be positively correlated with fluctuation amplitudes, while response rates of band-suppressed (BS) neurons were expected to be negatively correlated. As predicted, of the neurons with measurable TIN-detection thresholds, most BE neurons had decreasing rate with increasing tone level for GN maskers and increasing rate for LNN maskers. Most BS neurons had increasing rate as tone level was increased for GN maskers and decreasing rate for LNN maskers. In addition, IC rate-based thresholds were comparable with
published human and rabbit behavioral data, and timing-based thresholds were more sensitive for the GN masker.

2.2 Introduction

Tone-in-noise (TIN) detection has been studied intensely over the past eighty years. The prevalent theory, the power-spectrum (or energy-based) model, is based on energy at the output of an auditory filter tuned at the frequency of the target tone (Fletcher, 1940; Greenwood, 1961; Moore, 2007; Patterson, 1974). However, energy-based models fail to explain detection thresholds for equal-energy noise waveforms (Richards, 1992), or the minimal effect on threshold when energy cues are made less reliable using a roving-level paradigm (randomly varying the sound level from interval to interval) (Kidd, Mason, Brantley, & Owen, 1989; Richards, Heller, & Green, 1991). These results suggest that human listeners can use cues other than energy for masked detection.

Adding a tone to a narrowband gaussian noise (GN) tends to flatten the stimulus envelope, in addition to increasing the energy (Richards, 1992). Envelope-based models can outperform the energy model in explaining differences in detection of tones across different reproducible noise waveforms (Davidson, Gilkey, Colburn, & Carney, 2009b; Mao, Vosoughi, & Carney, 2013). Neural responses provide a physiological basis for envelope-based models: auditory-nerve (AN) fibers synchronize to the envelope of complex sounds (review: Joris, Schreiner, & Rees, 2004). The stimulus envelope is reflected in the slow fluctuations of AN responses (i.e. in the envelopes of post stimulus time histograms, PSTHs), but this signal is distorted by peripheral nonlinearities. Particularly, the saturating transduction of inner hair cells (IHCs) results in capture, which flattens AN PSTHs in response to a tone near the fiber’s characteristic frequency (CF) (Deng & Geisler, 1987;
Therefore, AN fluctuation amplitudes are hypothesized to be reduced upon addition of a tone to a noise masker (review: Carney, 2018). This change in fluctuation amplitude is preserved in the cochlear nucleus (Gai & Carney, 2006, 2008) and is reflected in the response rates of neurons in the inferior colliculus (IC), which are sensitive to modulation depth and to the frequency of sinusoidally amplitude-modulated (AM) sounds (Krishna & Semple, 2000; Nelson & Carney, 2007). In the current study, two types of masker, narrowband GN and low-noise noise (LNN), were chosen to further challenge energy- and envelope-based models; these maskers have similar energy, but different envelope statistics.

Sensitivity to the envelope in the IC has not previously been considered as a neural mechanism for TIN detection. Several studies in the IC have focused on changes in rate-level functions (RLFs) in response to tones at the CF with/without background noise, as a physiological representation of the energy model (Ramachandran, Davis, & May, 2000; Rees & Palmer, 1988; Rocchi & Ramachandran, 2018). Other physiological studies of binaural TIN detection include responses to diotic TIN stimuli for comparison with dichotic responses, but only for 500-Hz tones (e.g., (Jiang, McAlpine, & Palmer, 1997a, 1997b).

Sensitivities of IC neurons to envelope fluctuations are described by modulation transfer functions (MTFs, rate as a function of modulation frequency). In this study, neurons with different MTF types were hypothesized to respond differently upon addition of a tone to the two types of masker used (Fig. 2.1). For the narrowband GN stimulus, IC neurons with band-enhanced (BE) MTFs were hypothesized to respond with higher rates to fluctuating noise-alone stimuli, and with lower rates upon addition of a tone that reduces the fluctuation amplitudes in the AN responses. In contrast to GN, LNN has a flat envelope, and fluctuation amplitudes increase upon addition of a low-level tone (Kohlrausch et al.,
Thus, BE neurons were hypothesized to have lower rates to LNN-alone stimuli and higher rates upon addition of a tone to LNN. On the contrary, neurons with band-suppressed (BS) MTFs were hypothesized to have the opposite changes in their responses. These predictions, based on stimulus envelope and nonlinear transformations of the peripheral system, are distinct from predictions based on energy cues.

Spike timing is an important aspect of neural responses. Neural timing in IC responses has been mainly examined with periodic signals such as pure tones or SAM stimuli (e.g. Krishna & Semple, 2000), so that temporal responses can be described by how well responses are phase-locked to the fine structure or envelope. However, most sounds in real-life and those used in psychophysical experiments are not periodic, and thus it is difficult to describe the temporal response patterns. Previous studies have made efforts to quantify temporal responses to non-periodic signals (e.g., Chase & Young, 2006; Gai & Carney, 2006, 2008; Joris, Louage, Cardoen, & van der Heijden, 2006; van Rossum, 2001). Correlation index (CI, Joris et al., 2006) was designed to quantify the consistency of spike timing across repetitions of the same stimulus; temporal correlation was used to calculate temporal thresholds (Gai & Carney, 2006). Other methods were ruled out for the following reasons: Spike distance (van Rossum, 2001) and fluctuation of PSTHs (Gai & Carney, 2006) are affected by average rates, an effect not easily removed by normalization. Mutual information is more suitable to identify relative importance of different cues (e.g., ITD vs. ILD in Chase & Young, 2006). Temporal reliability (Gai & Carney, 2006) is correlated with CI, but the CI calculation involved the timing of each spike, and thus CI value was considered more informative. Temporal thresholds were also calculated in the current study, as they have been shown to outperform average rate in predicting human modulation-detection thresholds (Carney, Zilany, Huang, Abrams,
Neural detection thresholds based on rate and temporal information were both compared with reported human thresholds (Goupell, 2012; Kohlrausch et al., 1997; van de Par & Kohlrausch, 1999) and rabbit behavioral data (Zheng et al., 2002).

Figure 2.1: Example stimulus waveforms and responses of AN and IC models. Rows from top to bottom show: stimulus waveform (with envelope highlighted in red), high-spontaneous-rate AN model responses (with neural fluctuation highlighted in red), band-enhanced (BE) IC model responses, and band-suppressed (BS) IC model responses. Columns from left to right are for 1/3-octave narrowband gaussian noise (GN), GN with tone, low-noise noise (LNN), and LNN with tone. The tone frequency, center frequency of the noise maskers, and the model CFs were 1 kHz. Noise level is 65 dB SPL, and tone level is 0 dB SNR (slightly above human threshold). Average rates of model responses are shown in the format of “masker-alone rate vs. masker-plus-tone rate”. Model BE and BS neurons have decreasing or increasing rate upon addition of a tone, consistent with envelope-based hypothesis.
2.3 General Methods

Neurophysiological procedures were approved by the University Committee on Animal Resources. Recordings were from four female Dutch-belted rabbits with normal hearing, as monitored by distortion product otoacoustic emissions (Whitehead, Lonsburymartin, & Martin, 1992). Two rabbits were studied from age 17 to 55 months, and two rabbits were studied from age 13 to 23 months.

2.3.1 Procedures

Surgical procedures

Rabbits were anesthetized by intramuscular injection of ketamine (66 mg/kg) and xylazine (2 mg/kg) for both headbar placement and microdrive implantation surgeries. Additional injections were given as needed, based on pedal responses monitored throughout the surgery. A custom-designed, 3D-printed, hard plastic headbar with a chamber to hold the microdrive was mounted on the skull using stainless-steel screws and dental acrylic. After recovery, a craniotomy was made for insertion of the microdrive that held the tetrodes.

The microdrive (Five-drive, Neuralynx, Inc., USA) held four tetrodes. Each tetrode was twisted using four 18-μm platinum iridium wires, coated in epoxy (California Fine Wire Co., Grover Beach, CA, USA). Tetrodes were advanced slowly through the IC over the course of several weeks, before backing up and advancing again. Surgeries were performed to replace and reposition tetrodes as needed, usually every few months.
Recording procedure

All recordings were carried out in sound-attenuated booths (Acoustic Systems, Austin, Texas, USA). The rabbit sat in a custom-made chair, with the head fixed using the headbar, during daily 2-hour recording sessions. Custom ear molds (Hal-Hen Company, Inc., Garden City Park, New York, USA) made for each rabbit were positioned deep in the concha and included an Etymotic probe tube (Etymotic Research, Inc., Elk Grove Village, Illinois, USA) for calibration. The acoustic system included a MOTU audio interface (16A, Mark of the Unicorn, Cambridge, Massachusetts, USA), a Benchmark digital-to-analog converter (DAC3 HGC, Benchmark Media Systems, Inc., Syracuse, New York, USA), and Beyerdynamic DT990 (Beyerdynamic GmbH and Co., Heilbronn, Germany) or Etymotic ER2 earphones. A wideband search noise was used to locate auditory responses. Recordings were made with an RHD recording system (Intan Technologies, LLC., Los Angeles, California, USA). During the recording period, systematic increases in CF with increasing tetrode depth was used to determine that the tetrodes were located in the central nucleus of the IC (ICC); after euthanasia, electrode locations are verified histologically.

2.3.2 Stimuli

Speakers were calibrated with ER-7C or ER-10B+ probe-tube microphones (Etymotic Research, Inc., USA) at the beginning of each recording session. After calibration, several stimuli were presented to characterize all neurons. First, contralateral, ipsilateral and binaural wideband noise (0.1-19 kHz) were presented at several spectrum levels to determine the neuron’s binaural sensitivity. Then interaural time difference (ITD) and interaural level difference (ILD) sensitivities were determined with wideband noise
(0.1-19 kHz). A response map, consisting of responses to pure tones between 0.25-20 kHz, presented at 10 to 70 dB SPL, was used to identify CF, the frequency at which the neuron responded at the lowest sound level. Modulation transfer functions were obtained with carriers of wideband noise (0.1-10 kHz) with a spectrum level of 30 dB SPL.

After characterizing the neurons, diotic TIN stimuli (identical at the two ears) were presented. Tone frequency was approximately equal to CF and log-centered within the 1/3 octave noise masker. Narrowband GN maskers were generated by filtering wideband noise with a 5000-order FIR band-pass filter. LNN maskers were generated using method #1 in Kohlrausch et al. (1997). Briefly, a 1/3-octave narrowband GN was normalized by its instantaneous envelope and then band-pass filtered to limit the noise bandwidth. This procedure was repeated ten times to obtain both a flat envelope in the time domain and a narrowband noise spectrum in the frequency domain. For both masker types, overall noise level varied from 35 to 75 dB SPL with a step size of 10 dB (35 dB SPL was omitted when it was below neural threshold). Signal-to-noise ratio for TIN stimuli varied from -12 to 8 dB with a step size of 4 dB. Typically, responses to 30 repetitions of each stimulus condition were recorded, with stimuli presented in a random sequence. Responses were collected for either random or reproducible TIN stimuli; if responses to both noise types were recorded for a neuron, datasets with responses to random noise waveforms were used for rate-based analyses, and datasets with responses to many repetitions of reproducible noise waveforms were used for temporal analyses.

2.3.3 Spike sorting

Spikes (action potentials) were sorted offline. Voltage recordings from each of the four tetrode wires were filtered with a 4th-order Butterworth bandpass filter (0.3-6 kHz).
Potential spike waveforms were identified based on voltage threshold crossings and biphasic spikes. The initial threshold was set at 4.2 times the estimated standard deviation ($\sigma_{est}$) of the first 50-sec of the recording session, which included responses to noise stimuli. $\Sigma_{est}$ was calculated as follows: $\sigma_{est} = median\left(\frac{|x|}{\sqrt{2[1-erf(0.5)]}}\right)$ (Quiroga, Nadasdy, & Ben-Shaul, 2004), where $x$ is the recorded voltage, $erf()$ is the error function and $median()$ takes the median value. The threshold was later adjusted manually if better clustering was attainable. For each threshold-crossing event on any of the four wires of one tetrode, 1-ms duration waveforms of all wires from the same tetrode were saved for sorting. Because well-isolated action potentials were biphasic, the mean amplitude of isolated spike waveforms was close to zero. Therefore, waveforms were excluded if they had mean values outside a range selected to be wide enough to include typical biphasic waveforms but narrow enough to eliminate many non-spike (often monophasic) waveforms. If more than one threshold-crossing event occurred within 0.5 ms, only the first one was included.

The sorting algorithm is described in Schwarz et al. (2012) (code available upon request). Briefly, a subset of 10,000 events were clustered using k-means with Mahalanobis distance scaled by cluster size (scale factor $\alpha = 1.5$, Schwarz et al., 2012). In general, if a unit had a uniform biphasic spike shape and the percentage of interspike intervals shorter than 1-ms was less than 2%, the unit was determined to be a well-isolated single unit. If there was more than one cluster in the recording, the cluster quality was evaluated by how-well separated (vs. entangled) the clusters were, based on the Mahalanobis distance. Clusters were only considered well-isolated with a criterion of 0.1 for the cluster entanglement factor (smaller value indicates better cluster separation).
2.4 Rate analysis and Results

2.4.1 Analysis

MTF shape classification

The following rules were used to classify MTFs. The classification scheme was designed to be as simple as possible, while yielding classifications that generally agreed with a qualitative description of each MTF shape. The neurons were classified into four MTF types: band-enhanced (BE, i.e. rates were enhanced, in comparison to the response to an unmodulated wideband noise, over a band of modulation frequencies), band-suppressed (BS, i.e. rates were suppressed, in comparison to the response to unmodulated noise, over a band of modulation frequencies), hybrid (rates were both enhanced and suppressed, at different modulation frequencies), and all-pass (AP, no enhancement or suppression). Enhancement or suppression was identified with the Mann-Whitney test; at least two neighboring modulation frequencies were required to elicit significantly higher or lower response rates as compared to the unmodulated noise. If all response rates were lower than 5 spikes/s, the MTF was classified as unresponsive.

Rate analysis

The spike rate in response to each stimulus presentation was computed after excluding a 20-ms window after the stimulus onset; the mean and standard deviation across stimulus repetitions were calculated for each condition. At each noise level and SNR, a rate-based receiver-operating-characteristic (ROC, Egan, 1975) was calculated using rates in response to noise-alone and tone-plus-noise presentations. The area under the ROC curve provided an estimate of the percent-correct performance for a given
combination of tone and noise levels. The tone level resulting in 70.7%-correct performance was considered threshold, regardless of the direction of change in rate upon addition of a tone. 70.7% was used as equivalent to a psychophysical threshold obtained with a two-down, one-up tracking procedure (Levitt, 1971). Thresholds were estimated by linear interpolation between the first tone level with performance better than 70.7% and the tone level that was one step lower. Rate-based thresholds were then compared with rabbit and human behavioral thresholds.

In order to assess the trends in the rate versus SNR responses across the population, the direction of change in rate with increasing SNR (or rate-change direction) was labeled for each neuron, as follows: at each noise level, if the average rate at the ROC-based threshold was higher than for the noise-alone condition, the rate-change direction was designated as an “increase.” If the rate at threshold was lower than for the noise-alone condition, the rate-change direction was designated as a “decrease.” Otherwise, the neuron was labeled as “no-threshold.” Note that the direction of rate change was only designated at the threshold SNR; non-monotonic changes in rate at supra-threshold levels were not included in the population evaluation.

For each type of noise masker, the proportion of neurons with increasing or decreasing rate versus SNR were examined with \( \chi^2 \) tests between BE and BS groups of neurons at each noise level, and a significant difference between the two groups of neurons was expected for the envelope-based hypothesis.

2.4.2 Results

Responses to tones with both GN and LNN maskers were studied in 120 isolated single units and with only GN maskers in 43 additional units. All units were tested using a
tone frequency within 1/3-oct of the neuron’s CF. There were 54 BE units (33.1%), 72 BS units (44.2%), 12 hybrid units (7.4%), and 25 AP units (15.3%). The distribution of CFs for each MTF type is shown in Fig. 2.2.

Figure 2.2: Distribution of MTFs across CF (in one-octave bins) for all units examined in this study. Gray shades from light to dark indicate units with band-enhanced (BE), band-suppressed (BS), hybrid, and all-pass (AP) MTF shapes. Most MTF types were represented across the range of CFs, except that hybrid MTFs were not observed at lower CFs. The largest numbers of units were in the frequency range for which rabbits have the most sensitive hearing (Heffner and Heffner, 2007).

Single-neuron responses to TIN

Figure 2.3 A,B shows MTFs of example BE (BE #1) and BS units (BS #1). Recall that BE or BS MTF shapes were identified as having rates in response to at least two consecutive modulation frequencies that were significantly different from the unmodulated condition (indicated by * in Fig. 2.3). IC neurons with BE MTFs (i.e. units with increased rate in response to fluctuating inputs) were expected to have decreased rate with increasing tone level, because stimulus envelopes and AN fluctuations flatten as the level
of a tone added to a GN masker increases. In contrast, neurons with BS MTFs (i.e. units with increased rate in response to unmodulated inputs) were expected to have rate that increased with increasing tone level. Figure 2.3C, D shows average rate in response to tone-in-GN as a function of SNR for different noise levels. Average rate for BE #1 in response to tone-in-GN decreased with increasing tone level; average rate for BS #1 increased with increasing tone level. Responses of these neurons support the hypothesis that the rate of BE neurons was positively correlated, and the rate of BS neurons was negatively correlated, to fluctuation amplitudes.
Figure 2.3: MTFs and responses to tone-in-GN for two example neurons. (A) (B) MTFs of BE #1 (band-enhanced, BE) and BS #1 (band-suppressed, BS). (C) (D) Average rate responses to tone-in-GN for BE #1 and BS #1 respectively. Errorbars indicate standard deviations. Colored lines with different symbols represent different overall noise levels. Filled symbols indicate supra-threshold SNRs based on ROC analyses of average rate. Tone frequency, near CF, is indicated in the title. BE #1 had decreasing rate as SNR increased. BS #1 had increasing rate.

Figure 2.4 shows responses of two additional example neurons to tone-in-GN (blue circles) and tone-in-LNN (red squares). MTFs are shown in the left-most column; the other columns show the two types of TIN responses as a function of SNR at five noise levels. For LNN stimuli, the flat envelopes are achieved by a specific configuration of phase across frequency (Pumplin, 1985). When a tone is added, the phase relationship is broken and the envelope is no longer flat (Kohlrausch et al., 1997) (Fig. 2.1). Therefore, for
neurons with BE MTFs, increasing rate was expected with increasing tone level for tone-in-LNN stimuli near threshold, and for neurons with BS MTFs, decreasing rate was expected. In both cases, the expected rate changes were opposite to those expected for tone-in-GN stimuli. BE #2 had decreased rate versus SNR at threshold for tone-in-GN stimuli at most noise levels and increased rate for LNN at all noise levels, as expected. BS #2 had increasing rate at threshold for tone-in-GN and decreasing rate for tone-in-LNN stimuli at all noise levels, as expected. Note a few details that further supported the hypothesis that responses are determined by amplitude fluctuations: First, in response to noise-alone stimuli at each noise level, BE #2 had higher rates for GN (fluctuating envelope) than LNN (flat envelope), whereas BS #2 had higher rates for LNN (flat envelope) than GN (fluctuating envelope). Second, the rate-based threshold was lower for LNN than for GN, consistent with changes in the normalized envelope slope that occur at lower SNRs for LNN than for GN (unpublished observations). Third, the rate versus SNR curves changed direction at high SNRs for tone-in-LNN stimuli (e.g. rate for BE #2 decreased and rate of BS #2 increased for high tone levels). This change was expected because the effect of an added tone at relatively high levels is to flatten the fluctuations in PSTHs of AN responses, due to IHC saturation. Thus, at the high tone levels, i.e. well above detection thresholds, average rate in response to tone-in-LNN stimuli changed in the same direction as for tone-in-GN stimuli.
Figure 2.4: MTF and TIN responses of two example neurons. Left: MTFs. Right: Average rate in response to tone-in-GN (blue circles) and tone-in-LNN (red squares) at five overall noise levels. Filled symbols indicate supra-threshold SNRs based on ROC analyses. Tone frequency, near CF, is indicated at the right. Average rate for BE #2 decreased for tone-in-GN, except for a small increase for the 45-dB SPL noise; rate for tone-in-LNN increased. Average rate for BS #2 increased as SNR increased for the tone-in-GN and decreased for tone-in-LNN stimuli near threshold. LNN response curves change direction at high SNRs (see text).

Figure 2.5 shows average rate versus SNR across noise levels for five different example neurons. These neurons were chosen to illustrate complicated response patterns that were observed for many recorded units; each neuron had both expected and unexpected responses at different noise levels, as described below. In response to GN masker, expected responses versus SNR were observed for BE #3 at 65-75 dB SPL (decreasing rate), BS #3 at 55-75 dB SPL, and BS #4 at 35 and 75 dB SPL (increasing rate); unexpected responses versus SNR were observed for BE #3 at 35-55 dB SPL (no threshold or increasing rate), BS #3 at 35-45 dB SPL, and BS #4 at 45-65 dB SPL (decreasing rate). In response to LNN maskers, expected responses versus SNR were observed for BE #3 and BS #3 at almost all noise levels (increasing and decreasing rate,
respectively); unexpected responses vs SNR were observed for BE #3 only at 65 dB SPL (no threshold), BS #3 only at 35 dB SPL (increasing rate), and BS #4 at all noise levels. When considering responses to both GN and LNN maskers, expected responses vs SNR (opposite changes for GN and LNN) were observed for BE #3 only at 75 dB SPL, BS #3 at 55-75 dB SPL, BS #4 at 45-65 dB SPL. Because hybrid neurons had both enhancement and suppression, there was no specific prediction. Response changes among hybrid neurons varied. For example, the MTF of Hybrid #1 was similar to BE shape, and this neuron responded to GN and LNN maskers as expected for a BE neuron – decreasing rate versus SNR for GN maskers at all noise levels and increasing rate versus SNR for LNN maskers at 35-65 dB SPL. On the other hand, Hybrid #2 had an MTF similar to BS shape, but did not respond as expected for a BS neuron. Even though Hybrid #2 had increasing rate versus SNR at 35 and 45 dB SPL for GN masker, the similarity in responses to GN and LNN maskers indicated that the neuron possibly responded based on stimulus energy. At high noise levels, responses of Hybrid #2 were as expected for a BE neuron.
Figure 2.5: MTF and TIN responses of five example neurons. Left: MTFs. Right: tone-in-GN (circle) or tone-in-LNN (square) responses at five noise levels; filled symbols indicate suprathreshold responses based on ROC analyses. Same format as in Fig. 2.4.

Another complexity observed in the IC responses was non-monotonic rate in response to noise-alone narrowband stimuli (Figs. 2.4-2.5). Nonmonotonic rate in response to wideband noise has been observed previously (Ramachandran et al., 2000; Rees & Palmer, 1988). Responses to noise-alone stimuli at different levels for the nine example neurons are replotted in Fig. 2.6, with pure-tone RLFs extracted from response maps shown for comparison. Most neurons had non-monotonic noise RLFs for either GN or LNN, or both. The trends for noise RLFs were similar for GN and LNN in most neurons, but not necessarily similar to the pure tone RLF (e.g. BE #1, BS #3 and BS #4). Only
neurons BS #2, BE #3 and Hybrid #2 had noise RLFs that were similar to the tone RLF; in particular, the LNN RLFs of BE #2 and BS #2 were similar to the tone RLFs in both trends and rates. The differences between noise RLFs and tone RLF suggested that responses to narrowband noise could not simply be described as a sum of responses to tones across a range of frequencies near CF, even for neurons with “V” shaped response maps, which are primarily excited by a range of frequencies that broadens at higher tone levels (Ramachandran, Davis, & May, 1999). Therefore, a more complex interaction between inputs from different frequencies is suggested. The complex responses may be explained by inputs from the dorsal cochlear nucleus (Davis & Young, 2000; Young & Brownell, 1976). The range of discrepancies between noise and pure tone RLFs illustrated in Fig. 2.6 were typical for the population of neurons studied.
Figure 2.6: Rate-level functions (RLFs) of pure tone from response map (solid black), of GN responses (blue dot-dashed), and of LNN responses (red dashed). Titles show neuron numbers, from Figs. 2.3-2.5. Most neurons had non-monotonic RLFs, and noise RLFs often differed from tone RLFs (e.g. Neuron 5).

*Trends in responses across the population*

An analysis of responses across the population of neurons included tests for significant correlations between maximum changes in rate elicited by SAM stimuli (used for MTFs) and by addition of a tone to a masker (TIN responses). For SAM responses, the maximum difference between average rates in response to the unmodulated stimulus and across all modulation frequencies was determined for each neuron. BE neurons had a positive maximum rate difference (Fig. 2.7, triangles); BS neurons had a negative maximum rate difference (Fig. 2.7, squares); hybrid neurons could have either positive or
negative rate difference, depending upon whether enhancement or suppression was stronger (Fig. 2.7, diamonds); AP neurons were expected to have maximum rate differences near zero (Fig. 2.7, circles). Similarly, for TIN responses, the maximum difference in average rate across all SNRs tested and the average rate in response to the noise-alone stimulus was determined for each neuron, at each masker noise level.

For the GN masker, BE neurons were expected to have decreased rate with increasing SNR, and BS neurons were expected to have increased rate; therefore, the maximum rate differences for tone-in-GN responses were expected to be negatively correlated with the maximum rate differences in the MTFs. On the contrary, for the LNN masker, the maximum rate differences between tone-plus-noise and noise-alone stimuli were expected to be positively correlated with maximum rate differences in the MTFs. Results were consistent with this prediction at most noise levels: for the GN masker, the correlation coefficient was negative and significant at noise levels of 35, 55-75 dB SPL (Fig. 2.7, A), whereas for the LNN masker, the correlation coefficient was positive and significant at 55-75 dB SPL (Fig. 2.7, B). The correlation was stronger with increasing noise level for both GN and LNN condition, indicating a stronger influence of the envelope cue on responses at higher noise levels.
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Figure 2.7: Correlation between the maximum differences in response rate elicited by AM and addition of tone to a GN masker (A) or LNN masker (B) at each noise level. The maximum average rate difference elicited by AM was calculated between the peak or valley of the MTF and the rate in response to the unmodulated tone. The maximum rate difference elicited by addition of a tone was calculated between tone-plus-GN (A) or tone-plus-LNN (B) responses and the noise-alone response. Symbols indicate MTF types (see legend). In each plot, BE and BS neurons tend to be located on the right and left side, respectively, as expected. Correlation coefficient and the $p$ value are shown in each plot; star indicates the correlation coefficient was significant after Bonferroni correction ($p < 0.01$). The maximum rate difference in the TIN responses was negatively correlated with that of the MTF for GN maskers, and positively correlated for LNN maskers, as expected.

Trends in the responses across the population of neurons were also evaluated by the proportion of neurons with the expected rate-change direction near threshold. The response of each neuron was labeled as increasing, decreasing, or as having no-threshold. Recall that in the responses of many neurons, especially to LNN maskers, the average rate versus SNR was non-monotonic. For these cases, the direction of rate change was only designated at the threshold SNR; non-monotonic changes in rate at supra-threshold levels were not included. For example, for the 75 dB SPL LNN masker, Hybrid #2 had an increasing rate-change direction, due to the significantly higher rate at -8 dB SNR as compared to the noise-alone condition, despite the fact that the rate decreased at higher SNRs (Fig. 6; also see rate versus SNR for LNN of BE #2 at all noise levels, Hybrid #2 at 75 dB SPL, and BS #4 at 55 dB SPL).

Figure 2.8 shows the percentage of units with measurable thresholds that had decreasing (blue) or increasing (red) rate changes, for BE or BS MTF types and for GN or LNN maskers. The proportion of BS neurons with the predicted rate-change direction increased with increasing masker level. The proportion of BE neurons with the expected
rate-change direction was more consistent across masker levels. A $\chi^2$ test showed that for the GN masker, the ratio of units with decreasing or increasing rate was significantly different between BE and BS MTF types at all noise levels. For the LNN masker, the ratio was significantly different at noise levels of 65 and 75 dB SPL (Table 2.1).

Figure 2.8 Proportion of neurons having decreasing (black) or increasing (gray) rate-changes among neurons with BE (left) and BS (right) MTF shapes in response to TIN with GN (upper plots) or LNN maskers (lower plots). In each plot, each bar shows results for one noise level. The percentage was calculated based on the total number of units (shown at the top of each bar) that had a rate-based threshold at that noise level.
Table 2.1. Statistics of $\chi^2$ test to compare rate-change direction for BE and BS MTF groups.

<table>
<thead>
<tr>
<th>Noise levels (dB SPL)</th>
<th>GN $\chi^2(1,1)$</th>
<th>p</th>
<th>LNN $\chi^2(1,1)$</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>6.69</td>
<td>0.0097</td>
<td>0.42</td>
<td>0.52</td>
</tr>
<tr>
<td>45</td>
<td>4.07</td>
<td>0.044</td>
<td>1.26</td>
<td>0.26</td>
</tr>
<tr>
<td>55</td>
<td>8.96</td>
<td>0.0028</td>
<td>1.97</td>
<td>0.16</td>
</tr>
<tr>
<td>65</td>
<td>10.31</td>
<td>0.0013</td>
<td>6.73</td>
<td>0.0095</td>
</tr>
<tr>
<td>75</td>
<td>22.25</td>
<td>&lt;0.0001</td>
<td>13.07</td>
<td>0.0003</td>
</tr>
</tbody>
</table>

The number of units with each MTF shape that had increasing or decreasing rate-change direction, or no threshold, at each noise level is shown in Table 2.2a for the GN masker and Table 2.2b for the LNN masker. As shown in Fig. 2.8, most BE and BS neurons with measurable rate-based thresholds responded with the expected rate-change direction (bold). With increasing noise levels, BS neurons not only had an increasing proportion of neurons with the expected change in rate versus SNR, but also an increasing proportion of neurons with measurable thresholds, while BE neurons were more consistent across noise levels.

There were smaller numbers of hybrid and AP neurons. There were also no specific predictions for rate-change direction for these neurons based on their MTF shapes, so only a qualitative description is provided here. Among neurons that had measurable thresholds, more hybrid neurons had decreasing rate in response to GN maskers, while approximately equal numbers had increasing or decreasing rate for LNN maskers. Many AP neurons did not have thresholds in response to GN maskers, but among those that had thresholds, more had increasing rate versus SNR at low noise levels for both GN and
LNN maskers, while approximately equal numbers of AP neurons had increasing or decreasing rate at medium-to-high noise levels.

Table 2.2a. Numbers of units with each rate-change direction at each GN level for all MTF shapes.

<table>
<thead>
<tr>
<th></th>
<th>Band-enhanced</th>
<th>Band-suppressed</th>
<th>Hybrid</th>
<th>All-pass</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>35 dB SPL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decreasing↓</td>
<td>30</td>
<td>16</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Increasing↑</td>
<td>7</td>
<td>15</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>No-threshold –</td>
<td>17</td>
<td>39</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td><strong>45 dB SPL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decreasing↓</td>
<td>28</td>
<td>20</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Increasing↑</td>
<td>13</td>
<td>23</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>No-threshold –</td>
<td>13</td>
<td>29</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td><strong>55 dB SPL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decreasing↓</td>
<td>31</td>
<td>19</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Increasing↑</td>
<td>9</td>
<td>23</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>No-threshold –</td>
<td>14</td>
<td>30</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td><strong>65 dB SPL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decreasing↓</td>
<td>25</td>
<td>15</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Increasing↑</td>
<td>10</td>
<td>28</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>No-threshold –</td>
<td>19</td>
<td>29</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td><strong>75 dB SPL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decreasing↓</td>
<td>27</td>
<td>12</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>Increasing↑</td>
<td>7</td>
<td>34</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>No-threshold –</td>
<td>18</td>
<td>26</td>
<td>4</td>
<td>10</td>
</tr>
</tbody>
</table>

Note: Numbers of units with the expected rate-change direction for BE or BS MTF types are in bold font. One BE unit was not tested at 75 dB SPL; one BS and two AP units were not tested at 35 dB SPL.
Table 2.2b. The number of units with each rate-change directions at each LNN level for all MTF shapes.

<table>
<thead>
<tr>
<th>LNN Level</th>
<th>Band-enhanced</th>
<th>Band-suppressed</th>
<th>Hybrid</th>
<th>All-pass</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Decreasing↓</td>
<td>Increasing↑</td>
<td>No-threshold –</td>
<td></td>
</tr>
<tr>
<td>35 dB SPL</td>
<td>12</td>
<td>16</td>
<td>15</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>19</td>
<td>22</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>45 dB SPL</td>
<td>13</td>
<td>18</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>15</td>
<td>17</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>55 dB SPL</td>
<td>13</td>
<td>17</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>12</td>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>65 dB SPL</td>
<td>9</td>
<td>22</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>10</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>75 dB SPL</td>
<td>9</td>
<td>22</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>10</td>
<td>14</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Numbers of units with the expected rate-change direction for BE or BS MTF types are in bold font. One BP unit was not tested at 75 dB SPL.

According to the envelope-based hypothesis, changes in rate upon addition of a tone to GN and LNN maskers were expected to be opposite. The number of units with different MTF shapes that had opposite or same rate-change directions for GN and LNN maskers were counted (Table 4). At lower noise levels, the number of units with opposite-direction rate changes was about the same or smaller than the number of units with the same-direction rate changes. At higher noise levels, more units had opposite-direction rate changes.
Table 2.3. The number of units with opposite or same rate change direction for GN and LNN maskers for each MTF type.

<table>
<thead>
<tr>
<th>SPL</th>
<th>opposite</th>
<th>Band-enhanced</th>
<th>Band-suppressed</th>
<th>Hybrid</th>
<th>All-pass</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>35 dB</td>
<td>9</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>12</td>
<td>4</td>
<td>6</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>45 dB</td>
<td>10</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>17</td>
<td>2</td>
<td>4</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>55 dB</td>
<td>10</td>
<td>11</td>
<td>3</td>
<td>1</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>12</td>
<td>3</td>
<td>3</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>65 dB</td>
<td>9</td>
<td>16</td>
<td>3</td>
<td>2</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>13</td>
<td>1</td>
<td>4</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>75 dB</td>
<td>13</td>
<td>18</td>
<td>3</td>
<td>4</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>13</td>
<td>4</td>
<td>3</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

Note: Units without thresholds for both maskers not included. Units with expected responses are in bold.

The results in Table 4 were consistent with the correlation between maximum average rate differences in response to tone-in-GN and tone-in-LNN (Fig. 2.9). According to the envelope-based hypothesis, the correlation was expected to be negative. However, results showed that the rate differences for the two maskers were negatively correlated only at a noise level of 75 dB SPL. The significant positive correlation at low noise levels is consistent with energy-based encoding of tones in the presence of low-level noise. As noise level increases, the correlation coefficients in Fig. 2.9 transition from significant positive, to insignificant, to significant negative correlations, consistent with a transition from energy to envelope encoding mechanisms from low to high noise levels. The discrepancy between results based on separate evaluations of responses to GN and LNN
(Figs. 2.7 and 2.8) or direct comparisons of these responses (Fig. 2.9) will be discussed later.

Figure 2.9: Correlation between maximum differences in average rate between TIN responses across all SNRs and the noise-alone responses for the two masker types. MTF types are indicated by different symbols (see legend). Correlation coefficients and p values are shown in each plot. The maximum rate differences between TIN responses of the two noise maskers were significantly positively correlated at noise levels of 35 to 45 dB SPL, not significantly correlated at 55 to 65 dB SPL, and significantly negatively correlated at 75 dB SPL.

Figure 2.10 shows GN (left) and LNN (right) TIN rate-based thresholds for all neurons, including increasing (red upward triangles) and decreasing (blue downward triangles) rate changes; gray circles at the top of the plot indicate neurons with no threshold. For the GN masker, 150 out of 163 units had measurable thresholds at one or
more noise levels; only 42 neurons had measurable thresholds at all five noise levels. For the LNN masker, 114 out of 120 units had threshold at one or more noise levels, and 36 neurons had thresholds at all five noise levels. There was not a clear trend for increasing/decreasing rate versus tone frequency (i.e. CF), except that at low frequencies and low levels, most of the neurons had increasing rate at threshold. As mentioned above, this trend could be due to a lack of saturation in AN responses, which would occur more often at lower frequencies due to higher audiometric thresholds. Human detection thresholds from several studies are plotted for comparison to neural thresholds. Note that sound levels and bandwidths used in the behavioral studies were slightly different from those in the current study. Listeners were tested with masker bandwidths of: 100, 250, 500 and 1000 Hz (compared with 116, 232, 463 and 924 Hz used here) for tone frequencies of 0.5, 1, 2 and 4 kHz respectively from van de Par & Kohlrausch (1999) at a noise level of 70 dB SPL; 100 Hz from Kohlrausch et al. (1997) at 60 dB SPL; 78, 240, 456 and 888 Hz (compared with 116, 463, 926 and 1852 Hz used here) for tone frequencies of 0.5, 2, 4 and 8 kHz, respectively, from Goupell (2012). Rabbits were tested with 200-Hz bandwidth maskers in Zheng et al. (2002). Human thresholds from Goupell (2012) are slightly lower than those of van de Par & Kohlrausch (1999), possibly due to narrower masker bandwidths. In general, human thresholds can be better explained by rate-based thresholds at high CFs than at low CFs, for both GN and LNN maskers, despite the differences in parameters. At high CFs, rate-based thresholds were lower than human thresholds.
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Figure 2.10: Rate-based thresholds for all units at each noise level with GN (left) and LNN (right) maskers. Thresholds of the most sensitive neurons across frequency were similar to human behavioral data and rabbit behavioral data at 500 Hz (reference see legends).

Figure 2.11 shows threshold differences between rate in response to the two maskers (LNN − GN) for individual neurons at each noise level. Only units with measurable thresholds for both GN and LNN are shown here. If thresholds were lower than the lowest SNR tested, the lowest SNR was used for a conservative estimation (triangles), but neurons were excluded if the thresholds for both GN and LNN were lower than the lowest SNR. Two neurons did not have measurable thresholds for either masker type at any noise level, and 20 neurons had thresholds for both maskers at all noise levels. Negative values indicate that the threshold was lower for the LNN than GN masker, as expected based on human behavior (Kohlrausch et al., 1997). Recall that adding a tone to a GN masker reduces amplitudes of both stimulus envelope and neural fluctuations, whereas adding a near-threshold tone to an LNN masker increases amplitudes of both stimulus envelope and neural fluctuations. Therefore, opposite rate-change directions versus SNR were expected for GN and LNN maskers. Units with the expected opposite rate changes are shown in black (i.e. A, black stems indicate units with decreasing rate at threshold for GN maskers and increasing rate for LNN maskers; opposite in B). At lower noise levels, among neurons with expected opposite rate changes for GN and LNN maskers, more had decreasing rate for GN masker. The number of units with opposite rate-change directions for GN and LNN maskers increased with increasing noise levels. A Student t test showed that threshold differences for GN and LNN maskers were significantly greater for neurons with opposite-direction rate changes than for neurons with same-direction rate changes, $t(289) = 15.31, p < 0.0001.$
Figure 2.11: Threshold differences between GN and LNN maskers for units with increased (A) or decreased (B) rate at threshold for GN. Triangles indicate that the threshold for the GN or for LNN masker was lower than the lowest tested SNR, thus caused a conservative estimate. Neurons without a threshold or with thresholds for both GN and LNN maskers lower than the lowest tested SNR are excluded. Neurons that had opposite rate-change directions for GN and LNN maskers generally had larger threshold differences.
2.5 Temporal analysis and Results

2.5.1 Analysis

Correlation Index

Correlation index (CI) describes how reliable or repeatable spike times are in response to multiple repetitions of the same stimulus, similar to the concept of phase-locking in response to a periodic signal. Large CI values indicate more reliable spike times. The method to calculate correlation index was the same as in Joris et al. (2006), and is briefly described here. Each stimulus waveform was presented 30 times in the current study. For a spike train in response to one stimulus presentation, the total number of spikes from all other spike trains that happen within the coincidence window of each spike in the first spike train was counted. This procedure was repeated for each spike train and the number of spikes were summed (Nc). CI is a dimensionless number calculated by normalizing Nc using the following equation:

\[ CI = \frac{N_c}{M(M-1)r^2\omega D}, \]

where \( r \) is the average response rate (spikes/sec), \( \omega \) is the length of the coincidence window (0.2 ms, similar results between 0.2 – 1 ms), \( D \) is the stimulus duration, and \( M \) is the number of stimulus repetitions. The confidence interval was calculated by the 95\(^{th} \) percentile of the Nc distribution calculated with 1000 versions of scrambled responses (yielding a significance level of \( \alpha = 0.05 \)). A CI was determined significant if it exceeded the confidence interval. CI was only calculated for conditions with average rates greater than 15 spikes/s to avoid large CI values due to normalization by small rates. Adjusted CI (CIA), confidence interval subtracted from CI, was used for statistical tests.
**Temporal Threshold**

CI provided a quantitative description for reliability of spike times; however, there was no criterion to estimate a threshold based on CI. Therefore, neural temporal thresholds were estimated by evaluating changes in the PSTH upon addition of a tone. The process is demonstrated in Fig. 2.12. At each noise level, two PSTHs, with 1-ms binwidths, were calculated from responses to the 15 odd- and 15 even-numbered repetitions of the 30 total repetitions of the TIN stimulus at each SNR. Correlations were calculated between the two PSTHs for the noise-alone condition ($r_0$), and between each combination of noise PSTHs and tone-plus-noise PSTHs ($r_1$, $r_2$, $r_3$, $r_4$) at each tone level. The correlation between noise PSTH and tone-plus-noise PSTH was expected to decrease with increasing tone level, because adding higher-level tones would result in larger differences in the stimulus waveforms as well as in the peripheral responses. The lowest SNR above which $r_1$, $r_2$, $r_3$ and $r_4$ were all significantly lower than $r_0$ was considered the temporal threshold. The significance level was adjusted with Bonferroni correction for multiple comparisons (Goeman & Solari, 2014). Note that the temporal threshold estimated here was supra-threshold, and the true threshold would lie between this tone level and its lower neighbor.
Figure 2.12: Illustration of temporal threshold calculation. A) PSTHs for odd- and even-numbered repetitions of noise-alone stimulus. B) PSTHs for odd- and even-numbered repetitions of noise with tone at SNR = -4 dB. Correlation coefficients between the noise PSTHs ($r_0$) and between PSTHs of noise and tone-plus-noise trials ($r_1$, $r_2$, $r_3$, $r_4$) were calculated to find temporal threshold. C) Correlation coefficients of $r_0$ and $r_1$, $r_2$, $r_3$, $r_4$ as a function of SNR. * indicates significance of the correlation coefficient; ○ indicates that all four correlations ($r_1$-$r_4$) were significantly lower than $r_0$. Estimated temporal threshold was the lowest SNR above which $r_1$, $r_2$, $r_3$ and $r_4$ were all significantly lower from $r_0$. In this example, the threshold was -4 dB.

2.5.2 Results

Temporal analysis was carried out for 113 units (out of 163 units) for which responses were recorded to many repetitions of reproducible GN maskers. Among the 113 units, responses of 74 units were also recorded for reproducible LNN maskers.
Reliability of spike times

Neurons in the IC respond reliably when the same stimulus is presented, as examined with SAM stimuli (e.g. Krishna & Semple, 2000; Joris et al., 2004). When spike times were reliable, PSTHs had many large peaks (bottom panel, Fig. 2.13A); otherwise, PSTHs had small fluctuations (bottom panel, Fig. 2.13B). Note that the reliability was not hypothesized to be related to the neuron’s MTF shape. Figure 2.13 shows an example neuron for which the “peakiness” of PSTHs for GN and LNN masker varied with SNR. $C_{IA}$ described the “peakiness” of the PSTH, as it counts the numbers of spikes that fall in the coincidence window. $C_{IA}$ is plotted as a function of SNR together with average rate for GN (C) and LNN (D) (Fig. 2.13). In response to GN maskers, the $C_{IA}$ tended to decrease with increasing SNR. For LNN maskers, the $C_{IA}$ tended to first increase versus SNR, and then decrease for high SNRs. In this example neuron, reliability of spike times had similar trends as rate versus SNR.
Figure 2.13: Example PSTHs used for temporal analyses (A, B), and changes in average rate and ClA vs. SNR (C, D) for a noise level of 55 dB SPL. A and B) PSTHs at selected SNRs for GN (A) and LNN (B) maskers. Note that the duration of GN and LNN maskers were different, but PSTHs were plotted on the same scale to allow visual comparison between responses to GN and LNN maskers. C and D) Average rate (solid) and ClA (dashed) as a function of tone level for GN (C) and LNN (D) maskers. Temporal reliability decreased for the GN masker as SNR increased, but reliability first increased and then decreased for LNN masker vs. SNR.
Figure 2.14 shows another IC neuron’s PSTHs for selected SNRs, and CI$_A$ as well as average rate as a function of SNR. The PSTHs are more “peaky” at low SNR than at high SNR, which can be best seen in Fig. 2.14C and D: the CI$_A$ of this neuron decreased with increasing tone level for both GN and LNN, opposite to the change in rate. Recall that CI$_A$ was normalized by rate, so the effect of rate was removed. If there was a certain feature in the stimulus that drove the IC neuron, the spike time of the neuron in Fig. 2.13 was more informative, as reduced response rate resulted in reduced temporal reliability (both CI$_A$ and rate decreased with increasing SNR). The spike times of the neuron in Fig. 2.14 was less informative, as more spikes did not improve CI$_A$. On the other hand, CI$_A$s for both neurons were greater than zero, higher than values for randomized spike times, so the spike times of both neurons were generally informative (i.e. reliable).
Figure 2.14: Example PSTHs (A, B) used for temporal analysis, and changes in average rate and CI_A vs. SNR (C, D) for another neuron in response to TIN stimuli with maskers at 35 dB SPL. Format is the same as in Fig. 2.13. Temporal reliability decreased for both GN and LNN maskers with increasing SNR.

To better evaluate the trends across the population in the CI_A versus SNR, a two-way ANOVA was conducted for both GN and LNN maskers. Fig. 2.15 shows the mean and standard deviation of CI_A as a function of SNR for GN (left) and LNN (right) maskers. For the GN masker, both main effects of noise level and SNR were significant:
$F(4,3077) = 2.47, p = 0.043; F(6,3077) = 16.65, p < 0.0001$. The interaction was not significant, $F(24,3077) = 0.56, p = 0.96$. A post hoc test showed that $C_{IA}$ for the noise level of 35 dB SPL was significantly different (higher) from that at 55 dB SPL; $C_{IA}$ of 4- and 8-dB SNRs were significantly different from no-tone and SNRs of -12 to -4 dB, and $C_{IA}$ for 0-dB SNR was significantly different from 8-dB SNR.

For the LNN masker, both main effects of noise level and SNR were significant: $F(4,1978) = 6.33, p < 0.0001; F(6,1978) = 11.23, p < 0.0001$. The interaction was not significant, $F(24,1978) = 0.51, p = 0.98$. A post hoc test showed that $C_{IA}$ for noise levels of 35 dB SPL was significantly different (higher) than for 55 to 75 dB SPL masker levels; $C_{IA}$ of no-tone, SNRs of -12, -8, and 0 dB were significantly different (higher) than 8-dB SNR, while SNR of -4 dB was significantly different (higher) than both 4- and 8-dB SNRs. The statistics indicate that spike times became less reliable with increasing tone level for the GN masker, while they became slightly more reliable for the LNN masker at low SNRs.

![Figure 2.15](image.png)

Figure 2.15: $C_{IA}$ as a function of SNR at different noise levels for GN (left) and LNN (right) maskers. Noise levels are indicated in the legend. Errorbars show standard error.
Temporal thresholds

Temporal threshold was difficult to calculate for responses to noise stimuli. However, as shown in Figs. 2.13 and 2.14, temporal information was embedded in the shape of PSTHs. Here, temporal thresholds were calculated for each available unit based on changes in correlation coefficients between noise-alone PSTHs and noise-plus-tone PSTHs. Thresholds are plotted in Fig. 2.16 for both GN (left) and LNN (right) at each noise level, together with human and rabbit detection thresholds (as in Fig. 2.10). Tested SNRs had 4 dB steps, which limited the resolution of temporal threshold estimates. Also, due to the current method of estimating temporal thresholds, true thresholds for each unit should be the same or lower than plotted here. Since temporal thresholds were calculated based on changes in PSTHs, the relationship between Clₐ and temporal thresholds was examined. For GN maskers, there was significant correlation between Clₐs for the noise-alone condition and temporal thresholds, \( r = -0.36, p < 0.0001 \); that is, when the spike times were more reliable, it was easier to detect a change in the temporal pattern, and thus the temporal threshold was lower. However, there was no such trend for LNN maskers (\( r = -0.015, p = 0.87 \)).
Figure 2.16: Temporal thresholds at each noise level for GN (left) and LNN (right) maskers. Human and rabbit behavioral data are the same as in Fig. 2.10.
Temporal thresholds have been shown to be lower than rate thresholds, and can better predict human performance than rate thresholds in a SAM detection task (Carney et al., 2014; Henry et al., 2016). To compare the rate and temporal thresholds in the current study, temporal thresholds were plotted against rate thresholds in Fig. 2.17 for both GN (left) and LNN (right) maskers at each noise level. Only neurons with measurable thresholds for both rate- and timing-based calculations were included here. In each panel, circles above the diagonal line indicate higher temporal than rate thresholds, and circles below the diagonal line indicate lower temporal than rate thresholds. The number of higher or lower temporal thresholds is shown in the top right corner of each panel. For the GN masker, at most noise levels there were more neurons with lower temporal than rate thresholds, consistent with previous studies. However, for the LNN masker, the majority of neurons had lower rate than temporal thresholds at all noise levels.
Figure 2.17: Temporal vs. rate thresholds for GN masker (A) and LNN masker (B) for neurons with measurable thresholds for both. Diagonal lines indicate identical temporal and rate thresholds. Neurons above the diagonal line had lower rate thresholds, whereas neurons below the diagonal line had lower temporal thresholds, and the numbers were shown above and below the diagonal line, respectively.
2.6 Discussion

Responses of single neurons in the IC to TIN stimuli were examined over a wide range of noise levels and SNRs for both GN and LNN maskers. Most IC neurons are tuned to amplitude modulations, as described by MTFs. Adding a tone flattens the envelope of a narrowband GN waveform (Richards, 1992), yet introduces fluctuations in the envelope of an LNN waveform for SNRs near behavioral detection thresholds (Kohlrausch et al., 1997). IC neurons were hypothesized to be sensitive to these changes in the envelope, as conveyed by slow fluctuations in the instantaneous rates of their neural inputs, upon addition of a tone to the two masker types. The nature and direction of the changes in IC responses with SNR was hypothesized to depend on the neuron’s MTF type. As predicted, for neurons that had rate-based thresholds for GN maskers, most neurons with BE MTFs had decreasing rate and most neurons with BS MTFs had increasing rate at neural detection thresholds. Also as predicted, for LNN maskers, most neurons with BE MTFs had increasing rate, and most neurons with BS MTFs had decreasing rate at detection thresholds. Additionally, the maximum average rate changes across SNR of tone-in-GN responses were negatively correlated with maximum average rate differences in the MTF (between peaks or troughs in the MTF and unmodulated response rates). In contrast, maximum rate changes of tone-in-LNN responses were positively correlated to maximum changes in the MTF. These results support the hypothesis IC responses to narrowband TIN stimuli are largely explained by changes in the stimulus envelope, which are represented, and possibly enhanced, by slow fluctuations of AN responses.

Temporal analysis showed that most neurons had significant CIs. In response to GN maskers, adjusted CI decreased with increasing SNR, whereas in response to LNN
maskers, adjusted CI first increased then decreased with increasing SNR. Reliability of spike times was negatively correlated with temporal thresholds for GN conditions but had no correlation to threshold for LNN conditions. Among neurons with both measurable rate and temporal thresholds, most had lower temporal thresholds for GN conditions, but had lower rate thresholds for LNN conditions.

**Neural encoding of envelope cues**

Researchers have mainly focused on energy-based cues in TIN detection tasks (e.g., Fletcher, 1940). However, the energy model cannot explain human behavior for roving-level conditions (Kidd et al., 1989). Previous peripheral physiological studies have also shown that HSR AN fibers, the majority afferent group, had small changes in rate with increasing tone level at medium to high noise levels (Rose & Capranica, 1985), indicating “non-energy” coding for this group of AN fibers. At the level of the cochlear nucleus, neurons that project to more central nuclei have also been shown to be more sensitive to envelope cues than to energy (Gai & Carney, 2006). Many IC neurons also have non-monotonic rate versus sound level, in both the current study (Fig. 2.6) and in previous studies of responses to TIN (Jiang et al., 1997a, 1997b; Ramanchandran et al., 2000), a result that complicates energy-based rate coding. On the contrary, responses at the levels of AN, cochlear nucleus, and IC could support envelope-based neural encoding of the stimulus. Several studies have proposed that the envelope provides another detection cue for human listeners (Dau et al., 1996; Davidson et al., 2009a; Kohlrausch et al., 1997; Mao et al., 2013; Richards, 1992), and envelope information has been shown to be critical for speech recognition (e.g., Drullman, 1995). However, these studies have mainly focused on the stimulus envelope statistics and signal processing approaches. There has been a
lack of physiological studies focusing on changes in neural responses based on envelopes. Our study fills this gap, and the results show that most IC neurons with measurable TIN detection thresholds support the envelope-based hypothesis. In addition, this hypothesis may explain why fewer BS neurons responded as predicted at low sound levels. When overall sound level is low, HSR AN fiber average rates are not saturated; therefore, when adding a tone to narrowband GN, AN rates will be affected by energy (Carney, 2018) and having increasing rate (e.g., Neuron 8). As shown in Fig. 2.11 (bottom-right panel), at low masker levels there are many neurons that responded to both GN and LNN maskers with increasing rate for increasing tone level. Some neurons had increasing rate thresholds with increasing noise level, which can also be explained by the envelope-based hypothesis, as follows: At low noise levels, AN fibers did not have saturated average rate, and thus neural responses would fluctuate more than at high noise levels. Adding a tone would result in flattening of AN responses, changing the rate of IC cells more at low noise levels than at high noise levels.

**Responses across the population for GN and LNN maskers: separate or comparative analysis of the two maskers.**

When responses to GN and LNN maskers were analyzed separately for the population of IC neurons studied, the responses to TIN stimuli were consistent with sensitivity to amplitude modulation (Figs. 2.7 and 2.8), supporting the envelope-based hypothesis. According to this hypothesis, neural responses to tone-in-GN and tone-in-LNN should have opposite rate-change directions. Therefore, maximum rate differences for the GN and LNN condition were expected to be negatively correlated; however, significant negative correlation was only found at 75 dB SPL (Fig. 2.9). The correlation between
maximum rate differences of GN and LNN conditions suggested a transition from energy-based cues to envelope-based cues from low to high noise levels. The two conclusions seem to contradict each other but may be reconciled as follows: first, correlation coefficients for the GN or LNN condition alone increased with increasing noise level, suggesting stronger encoding of envelope-based cues at higher levels. Second, TIN responses of many BS neurons were not consistent with their MTF shape (Fig. 2.8), and these could largely bias the correlation between GN and LNN responses (Fig. 2.9, squares in the top left plot).

*Complexity in the rate responses of IC neurons*

Even though most BE and BS neurons with measurable thresholds supported the envelope-based hypothesis, the hypothesis could not explain responses of all neurons at all noise levels, indicating complexity in the IC responses. One complexity lies within the variation of MTFs, even within MTF types. For example, the best or worst modulation frequency, at which BE or BS neurons had the largest difference in rate as compared to an unmodulated sound, can vary over about 100 Hz. Our unpublished data also show that neurons that had similar MTF shapes for SAM with a tone carrier at CF may have different MTF shapes when the tone carrier was far off CF. This change in MTF shape with carrier frequency suggests differences in the neural inputs among neurons (e.g. inputs from lower auditory pathways or from other IC neurons). Differences of neural inputs can also be seen in Fig. 2.6 – the noise RLF did not always have the same trend as the tone RLF.

Another factor that may affect neural responses is the bandwidth of the noise waveform. When a frequency component in the stimulus is far from CF, the AN fiber at CF will have a higher threshold in response to that frequency; therefore, a higher sound level
is required to yield rate saturation similar to that for a CF frequency. The 1/3-oct bandwidth used in this study is not wide, but responses to different frequency components may vary slightly, especially for high-frequency stimuli that had wider bandwidths than low-frequency stimuli. A mismatch between tone frequency and CF may also affect neural responses to TIN stimuli. However, this mismatch could not be easily addressed, as IC neurons typically do not have as sharp a tip in the tuning curve as observed at lower levels of the auditory pathway.

Sound level may affect the categorization of MTF groups. There was a trend for more BS neurons to respond as expected with increasing noise level. As explained above, this trend could be due to unsaturated IHC and AN fibers. This trend could also be due to changes in MTF shape at lower sound levels (Krishna & Semple, 2000). Based on our limited data, changes in BE MTFs across sound level were mostly reflected in the amplitude of enhancement. On the contrary, BS MTF shape requires high rates at low modulation frequencies, but at low sound levels, the rate in response to low modulation frequencies may decrease, and the MTF may become hybrid or even weakly band-enhanced. Note that there was an increasing number of BS units that had measurable thresholds with increasing noise level, but the number was similar for BE units across noise level (Fig. 2.8).

**Temporal reliability**

Temporal information allows decoding spike times across a large population of neurons by synchrony or correlation. Encoding of auditory stimuli requires high resolution in time, thus temporal information may be more straightforward than rate information, especially for time-varying auditory stimuli – IC neurons can phase lock to the envelope
of sinusoidal amplitude-modulated sounds (Krishna & Semple, 2000), meaning that timing of spikes is faithful to the phase across cycles of amplitude modulation. IC neurons also have reliable spike times in response to non-periodic signals, such as noise (Carney and Yin, 1989; Keller & Takahashi, 2000). Thus, one may expect that envelope slopes or peaks drive the neuron, whether the stimulus is periodic or not. If so, in response to TIN stimuli, spike times in response to GN-alone stimuli would be most reliable, and reliability would decrease with increasing SNR, as the envelope progressively flattens. On the other hand, spike times in response to LNN-alone stimuli would be most unreliable, and reliability would first increase then decrease with increasing tone level, as the envelope becomes more fluctuating and then flatter. This expectation was observed in the ClAs across SNR, which had small but significant trends for both GN and LNN. However, temporal responses to LNN were shown to be more complicated. For LNN-alone, due to the flat envelope, IC PSTHs were expected to be flat or less fluctuating; instead, IC PSTHs were peaky (Fig. 2.13), and spike times were reliable (similar ClA as for GN). One reason could be that peripheral filtering may introduce neural fluctuations in the AN responses, especially when the tone frequency and the neuron’s CF were mismatched; such neural fluctuations would be expected to entrain the IC responses.

Temporal thresholds

Although CI values provide a quantitative description for reliability of spike timing, there is no criterion to determine a significant change in CI on a single-neuron basis. Additionally, CI can describe the reliability of spike times, but not changes in the overall pattern in the PSTH caused by addition of a tone. Here, the change in the correlation of PSTHs as SNR was increased was used to estimate temporal thresholds. Note that the
correlation between the PSTHs within TIN conditions was used to compute the reliability of spike timing, whereas the correlations between PSTHs for noise-alone and tone-plus-noise conditions reflected the general change in neural responses upon addition of a tone. For neurons with measurable thresholds based on both rate and temporal measures, the temporal thresholds tended to be lower than rate thresholds for GN maskers (Fig. 2.15), consistent with previous studies. However, for LNN maskers, temporal thresholds tended to be higher than rate thresholds (Fig. 2.15). Higher temporal thresholds indicated that temporal response patterns did not change significantly upon addition of a tone until the SNR was relatively high. Together with the result that CI\text{A} slightly increased at low tone levels, temporal patterns in response to LNN, with or without low-level added tones, were driven by more than just envelopes.

**Neural vs. behavioral threshold**

Based on limited rabbit behavioral results (Zheng et al., 2002), rabbit rate-based neural thresholds matched rabbit behavioral data at 500 Hz (Fig. 2.10), and temporal thresholds were lower than behavioral data (Fig. 2.17). A few human datasets from different studies (Kohlrausch et al., 1997; van de Par & Kohlrausch, 1999; Goupell, 2012) were also compared to neural thresholds; human thresholds from different studies generally agree with each other despite the slight difference between stimuli tested. The neural thresholds of the most sensitive neurons across frequency can explain human detection thresholds, and may be slightly more sensitive than human thresholds at high frequencies. Qualitatively, the lowest neural thresholds across frequencies were similar for different noise levels. Note that human detection thresholds with LNN masker is about 5 dB lower than with GN masker (Kohlrausch et al., 1997), and this difference was
reflected in the rate-based neural thresholds of the most sensitive neurons across the population in the current study.

Temporal thresholds were only found lower than rate thresholds in most neurons for GN masker, whereas most neurons had lower rate thresholds for LNN masker. These results indicate that temporal responses did not always provide extra information to facilitate detection tasks; changes in IC average rates may be sufficient to explain behavioral thresholds.

Conclusion and future work

The role of envelope has not been well studied with TIN tasks in physiological studies, and neural fluctuations have not previously been studied. Our results showed that most neurons in the IC support the envelope-based hypothesis, which suggested that both stimulus envelopes and neural fluctuations are worthy of more attention, not just in TIN tasks, but also in other psychophysical paradigms. Future studies may systematically examine the role of best/worst frequency and bandwidth of MTFs in explaining TIN responses. On the other hand, neural responses in the IC are complicated, which may arise from convergence of various afferent inputs (Winer, Schreiner, & SpringerLink, 2005), and sensitivity to the envelope is not enough to explain all responses to other stimuli. A recent study also showed that responses of IC neurons were affected by the neuron location within the IC, possibly due to the unique local circuits in the IC (Ono, Bishop, & Oliver, 2017). Our study showed that even for neurons within the same MTF category, there may be substantial differences in the responses. One can imagine high-dimensional objects – two objects that look the same from one angle may look different in another. An IC neuron can have binaural sensitivity, interaural time and level sensitivity, SAM
sensitivity, RM type, direction selectivity, etc., representing many neural dimensions. Therefore, neurons in the IC, and perhaps also neurons at higher levels, should be characterized in more than one way in the future. The amount of recording required will increase, but may bring more insights in the neural mechanisms of the auditory system.
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Chapter 3. Responses to Dichotic Tone-in-Noise Stimuli in the Inferior Colliculus

3.1 Abstract

Human listeners are more sensitive to tones embedded in diotic noise when the tones are out-of-phase at the two ears ($N_0S_{\pi}$) than when they are in-phase ($N_0S_0$). The difference between the tone-detection thresholds for these two conditions is called the binaural masking level difference (BMLD), which reflects a benefit of binaural processing. Detection in the $N_0S_0$ condition has recently been shown to be better explained by envelope-based cues than by energy-based cues. Detection in the $N_0S_{\pi}$ condition has been explained in modeling studies by changes in interaural correlation (IAC). Physiological studies of the BMLD have focused on neural responses to interaural time differences (ITDs). Here, responses to $N_0S_{\pi}$ and $N_0S_0$ stimuli were recorded in the inferior colliculus of awake rabbits. ITD-based, IAC-based, and envelope-based hypotheses for binaural detection were examined here. Results confirmed that for the $N_0S_0$ condition changes in response rates upon addition of a tone could be explained by a neuron’s sensitivity to envelope cues at most noise levels. For the $N_0S_{\pi}$ condition, ITD-, IAC-, and envelope-based cues all contributed to neural responses, and these cues are not independent. Average rate-based thresholds were calculated for both $N_0S_0$ and $N_0S_{\pi}$ conditions to estimate neural BMLDs. The neural BMLD at 500 Hz matched the behavioral BMLD in rabbit; the most sensitive neural BMLDs had a different trend across frequency than human BMLDs.
3.2 Introduction

Performance of human listeners benefits from binaural hearing. For example, in the tone-in-noise (TIN) detection task, the threshold for detection of out-of-phase tone in identical noise at the two ears ($N_0S_\pi$) is lower (i.e. better) than that for detection of an in-phase tone ($N_0S_0$) (e.g., Hirsh, 1948; Hawley, Litovsky, & Culling, 2004). Several binaural cues have been proposed to explain the improvement in detection, but these cues have not been examined together in physiological studies.

In $N_0S_\pi$ stimuli, the difference between the tone-plus-noise waveforms at the two ears results in a decrease in the interaural correlation (IAC, e.g., Bernstein & Trahiotis, 1996). Several models for binaural detection have focused on detection of a decrease in IAC (e.g., Colburn, 1977; Bernstein & Trahiotis, 1997, 2017). Physiological studies of detection of tones in $N_0S_\pi$ stimuli have focused on different types of sensitivity to interaural time differences (ITDs) (Jiang, McAlpine, & Palmer, 1997a, 1997b) due to the correlation between IAC and ITD: binaural stimuli that have larger ITDs have lower IACs. Responses to ITDs are described by the noise-delay function (NDF), average rate as a function of ITD, and by the ITD that elicits the strongest/weakest response, referred to as the best/worst ITD. For ITD-sensitive neurons, there are two typical shapes: peak-like, with a best ITD close to zero and decreasing rates for increasing ITDs, and trough-like, with a worst ITD close to zero and increasing rates for increasing ITDs. Because ITDs are introduced upon addition to diotic noise of an out-of-phase tone at the two ears ($N_0S_\pi$), neurons with peak-like NDFs have been hypothesized to have decreased average rates with increasing tone level, whereas neurons with trough-like NDF would have increased average rates.
Because many low-frequency IC neurons are sensitive to ITDs, this ITD-based hypothesis was tested in the inferior colliculus (IC) (Jiang et al., 1997a), but only for 500-Hz tones.

The difference in detection thresholds between the N₀S₀ and N₀Sₚ conditions is called the binaural masking level difference (BMLD). Human listeners can have substantial BMLDs (> 3 dB) up to at least 8 kHz (van de Par & Kohlrausch, 1999; Goupell, 2012), yet modeling and physiological studies have mainly focused on low frequencies, where the BMLD is typically larger (up to 20 dB, depending on bandwidth) (e.g., van de Par & Kohlrausch, 1999).

The current study aimed to expand the scope of physiological studies of N₀Sₚ detection in the inferior colliculus (IC) to a wider frequency range. Neural responses were also recorded over a wide range of noise levels to explore trends across sound level, which have not previously been reported in physiological studies, but human psychophysical studies showed that BMLDs are robust across a range of noise levels (Buss et al., 2003) and roving-level paradigm (i.e. stimulus level randomly varies from interval to interval) (Henning et al., 2005). One goal of this study was to examine changes in neural responses upon addition of a dichotic tone to test the ITD-based hypothesis. Note that there is not a clear prediction for high-frequency binaural detection based on ITD processing, because the neural ability to phase-lock to temporal fine structure decreases with increasing frequency.

IC neurons receive afferent inputs from almost all lower levels of the auditory system (Cant & Oliver, 2018), therefore IC neurons are sensitive to many different features of stimuli, including ITDs (e.g., Wagner, Takahashi, & Konishi, 1987) and envelope frequency and depth (e.g., Langner & Schreiner, 1988; Nelson & Carney, 2007; Zheng &
An envelope-based hypothesis predicts changes in neural responses to $N_0S_0$ stimuli better than models based on classical energy cues (Chapter 2), and thus this hypothesis was further tested with detection under the $N_0S_\pi$ condition. Briefly, adding a tone to narrowband noise flattens the stimulus envelope (Richards, 1992) and subsequently the neural fluctuations (review: Carney, 2018). The sensitivity of IC neurons to amplitude-modulation frequency is described by modulation transfer functions (MTFs, average rate as a function of modulation frequency); for example, band-enhanced (BE) and band-suppressed (BS) MTFs have average rates responses over some range of modulation frequencies that are stronger or weaker than the response to unmodulated stimuli. Thus, IC neurons were hypothesized to have average rate responses that were positively or negatively correlated with the neural fluctuation amplitudes that are set up in the auditory periphery and projected up to the midbrain. Therefore, according to an envelope- or neural-fluctuation-based hypothesis, neurons with BE MTFs were expected to have decreasing rate with increasing tone level for both $N_0S_0$ and $N_0S_\pi$ conditions, whereas neurons with BS MTFs were expected to have increasing rate with tone level for both stimulus conditions.

In addition to the ITD- and envelope-based hypotheses, the role of IAC in neural responses to $N_0S_\pi$ stimuli was evaluated. As mentioned earlier, neural sensitivity to ITD has been proposed to be the physiological basis for the IAC mode (Jiang et al., 1997), but recent studies have shown that predictions for tone detection differ for these two cues (van der Heijden & Joris, 2010; Culling, 2011). If interaural decorrelation explains the neural responses to $N_0S_\pi$ stimuli, then the difference in average rate between IC responses to diotic noise and uncorrelated noise was expected to be correlated to the rate difference
between responses to the noise-alone condition and the noise-plus-dichotic-tone condition. This correlation was directly tested in this study.

The current study also computed rate-based IC neural thresholds for comparison with published detection thresholds for human listeners (Buss, Hall, & Grose, 2003; Goupell, 2012; van de Par & Kohlrausch, 1999) and rabbits (Zheng et al., 2002).

3.3 Materials and Methods

3.3.1 Procedures

Surgical and recording procedures were the same as described in Chapter 2. Briefly, rabbits were anesthetized with an intramuscular injection of ketamine (66 mg/kg) and xylazine (2 mg/kg) for both the headbar placement and microdrive (five-drive, Neuralynx, Inc., Bozeman, MTF, USA) implantation surgeries. The headbar was a custom-designed, 3D-printed hard plastic with a chamber that held the microdrive. The headbar was permanently mounted on the rabbit scull with stainless-steel screws and dental acrylic. A craniotomy was allowed for insertion of the microdrive after the rabbit recovered from the headbar surgery. One microdrive held four tetrodes and allowed for advancing and retracting tetrodes. Each tetrode consisted of four twisted 18-µm platinum iridium wires, coated in epoxy (California Fine Wire Co., Grover Beach, CA, USA). The microdrive was replaced as needed to search for new neurons.

During recording sessions, the rabbit was placed in a double-walled, sound-proof chamber, with head fixed using the headbar. Sound was delivered using Beyerdynamic DT990 (Beyerdynamic GmbH & Co., Heilbronn, Germany) or Etymotic ER2 earphones (Etymotic Research, Inc., Elk Grove Village, Illinois USA) with custom ear molds for each
rabbit. Ear molds were positioned deep in the concha and included an Etymotic probe tube for calibration. Search stimuli (wideband noise bursts) were presented to locate auditory responses. When the characteristic frequencies (CF) increased with increasing tetrode depth, the tetrodes were determined to be advanced into the central nucleus of the IC (ICC). Post-mortem histology is applied to verify the tetrode location. Recordings were sorted offline, as described in Chapter 2.

3.3.2 Stimuli

Speakers were calibrated with ER-7C or ER-10B+ microphones (Etymotic Research, Inc., USA) at the beginning of each recording session. The neurons were characterized in several ways before being presented with TIN stimuli. The neuron’s binaural sensitivity was determined by responses to contralateral, ipsilateral, and binaural wideband noise (0.1-19 kHz) at several sound levels. Responses to pure tones between 0.25 and 20 kHz from 10 to 70 dB SPL were used to identify CF, the frequency at which the neuron responded at the lowest sound level. The NDF describes rate responses to noise stimuli as a function of ITD; NDFs were recorded with wideband noise (0.1-19 kHz), a duration of one sec, and spectrum level of 30 dB SPL. The ITDs ranged from -2000 to 2000 µs with a step of 200 µs. Responses to ILDs were recorded with the same noise bandwidth and duration as for the NDF. ILDs ranged from -15 to 15 dB with a step of 5 dB; the stimulus on the contralateral side had a fixed spectrum level of 30 dB SPL. Responses to sinusoidally-amplitude-modulated (SAM) noise were collected to identify the shape of the MTF. One-second-duration SAM noises were created with the following equation:

\[ s = \frac{1 + \sin(2\pi f_m t)}{2} * n \]
where \( n \) is the wideband noise with a spectrum level of 30 dB SPL, and \( f_m \) is the modulation frequency. Modulation frequencies used in the study were logarithmically spaced between 2 to 350 Hz. Responses to unmodulated noise were also recorded.

For TIN stimuli, the tone frequency and the center frequency of the 1/3-oct gaussian noise masker were chosen to be approximately equal to CF. Noise maskers were generated by filtering wideband noise with a 5000\(^{th}\)-order FIR band-pass filter. Out-of-phase tone was added to the two ears before ramping. TIN stimuli had a duration of 0.3 sec and a \( \cos^2 \) ramp duration of 0.01 sec (\texttt{tukeywin} in Matlab). Overall noise levels ranged from 35 to 75 dB SPL, with a step of 10 dB. Signal-to-noise ratio (SNR) ranged from -12 to 8 dB, with a step of 4 dB, plus the no-tone condition. Tone levels and noise levels were presented in random order, and the order was shuffled for each of the 30 repetitions of the stimulus set. If more than one dataset was recorded, the dataset with responses to multiple random noise waveforms was used.

To test the role of IAC, responses to diotic and dichotic noise were recorded. Diotic noise was binaurally identical noise (\( N_0 \)), whereas dichotic noise was binaurally uncorrelated noise (\( N_u \)). Both \( N_0 \) and \( N_u \) condition used 1/3-octave gaussian narrowband noise, with a duration of 2 sec and sound level of 65 dB SPL.

### 3.4 Analysis

**NDF shape classification**

The shape of NDF, the best ITD (\( d_{BITD} \)), and the frequency of ITD tuning (\( f_{ITD} \)) were determined by fitting the NDF with a Gabor function (Lane & Delgutte, 2005), a sinusoid modulated by a gaussian function:
\[ G_1 = A e^{-(d_{ITD} - d_{BITD})^2/2\sigma^2} \cos[2\pi f_{ITD} (d_{ITD} - d_{BITD})] + B, \]

where A, B, and \( \sigma \) are parameters for the amplitude, DC offset, and the standard deviation of the gaussian function. If the neuron’s CF was more than twice \( f_{ITD} \) (i.e. a high frequency neuron), which indicated that the neuron did not have fine-structure-based ITD sensitivity, \( f_{ITD} \) was set to be zero, and the NDF were refitted with the following gaussian function:

\[ G_2 = A e^{-(d_{ITD} - d_{BITD})^2/2\sigma^2} + B. \]

In either case, the function was half-wave rectified to remove negative rates and to better match NDF. The least-square fit was obtained with trust-region-reflective algorithm (Matlab’s lsqcurvefit).

NDF was classified into peak-like, trough-like, and insensitive categories. In the following cases, the neuron was considered as having ITD sensitivity: 1) for NDFs fitted with \( G_1 \), if the absolute amplitude (A) was more than 5; 2) for NDFs fitted with \( G_2 \), if the prominence (A/B) was more than 0.25; 3) for NDFs fitted with \( G_2 \), for a fit \( 6 \cdot 10^{-5} < \sigma < 0.001 \). If the amplitude (A) was positive, the neuron was classified as having peak-like NDF; otherwise, the neuron was classified as having trough-like NDF. Other neurons were classified as insensitive. The classification of NDF generally agreed with the qualitative description. Example NDF shapes are shown in Fig. 3.1.
Figure 3.1: Example neural ITD responses (black solid curve) and fitted Gabor function (blue dashed curve) for peak-like (left) and trough-like (right) NDFs. Vertical dotted line indicates the best ITD. The neuron’s CF, Best ITD, ITD tuning frequency ($f_{\text{ITD}}$) are described in the text.

**MTF shape classification**

The MTF shape was classified with rules designed to be simple and to agree with the qualitative descriptions of these functions. Enhancement or suppression was identified with the Mann-Whitney test as significantly higher or lower response rates than the response to unmodulated noise at two or more neighboring modulation frequencies. The presence or absence of enhancement or suppression was used to classify the MTF into the following four types: all-pass (AP, no enhancement or suppression), band-enhanced (BE, only enhancement), band-suppressed (BS, only suppression), and hybrid (both enhancement and suppression, at different modulation frequencies). The MTF was classified as unresponsive if response rates to all stimulus presentations were lower than 5 spikes/s.
Rate analysis

Average rates excluding 20-ms onset responses were calculated for all stimulus types. For TiN stimuli, at each noise and tone level (i.e. SNR), a rate-based receiver-operating-characteristic (ROC, Egan, 1975) was calculated using rate responses for all noise and tone-plus-noise presentations. The percent-correct performance was estimated from the area under the ROC curve. Note that rates in response to tone-plus-noise stimuli could be either higher or lower than rates in response to noise-alone stimuli, so the minimum percent correct was limited to 50%, regardless of the direction of change in rate. Linear interpolation was used to find the lowest SNR with 70.7% correct as the neural threshold, corresponding to human threshold estimated with a two-down, one-up tracking procedure (Levitt, 1971). For some sensitive neurons, the lowest SNR tested was above threshold, and the lowest SNR tested is indicated as threshold in the result figures for these neurons.

3.5 Results

Responses to both N_0S_0 and N_0S_π stimuli were recorded from 136 isolated single units (111 units were the same as presented in the rate analysis of Chapter 2). The distribution of the CFs is shown in Fig. 3.2. All units were tested using a tone frequency within 1/3-octave of the neuron’s CF. Based on the MTF categorization criteria described above, there were 40 BE units (29.4%), 62 BS units (45.6%), 12 hybrid units (8.8%) and 22 AP units (16.2%).
Figure 3.2: Distribution of MTFs across CF (in one-octave bins) for the units presented in this study. Gray shades from light to dark indicate units with band-enhanced (BE), band-suppressed (BS), hybrid and all-pass (AP) MTF shapes. Two neurons with CF of 12.1k were included in the last bin for simplicity. Most MTF types were represented across the range of CFs, although hybrid MTFs were not observed at the lower CFs.

**Responses of single neurons**

Figure 3.3 shows responses of two example neurons. Neuron 1 (top row) had a BE MTF and Neuron 2 had a BS MTF (bottom row). Recall that based on the envelope hypothesis, adding a tone to narrowband gaussian noise flattens the envelope and neural fluctuation. Neurons with BE MTF are excited by fluctuations and therefore were expected to have decreasing rate with increasing SNR. On the contrary, neurons with BS MTF are suppressed by fluctuations and therefore were expected to have increasing rate with increasing SNR. Neuron 1 had decreasing rate versus SNR at all noise levels, and Neuron 2 had increasing rate versus SNR at all noise levels; both responded as expected, supporting the envelope-based hypothesis. Note that average rate changed at lower SNR.
for the $N_0S_\pi$ condition than for the $N_0S_0$ condition, indicating lower neural thresholds, consistent with psychophysical results.

Figure 3.3: Responses of two example neurons (top and bottom row respectively). A and E: MTF, response rates to amplitude-modulated noise; stars indicate modulation frequencies that had rates significantly different from the unmodulated condition. B and F: ITD sensitivity, response rates vs. time delay in contralateral side (negative indicates ipsilateral side has delay). C, D, G and H: responses to $N_0S_0$ and $N_0S_\pi$ stimuli at different noise levels (different symbols) vs. SNR (from left to right); filled symbols indicate supra-thresholds. Errorbars indicate standard deviation. MTF shape and tone frequency for TIN stimuli (close to CF) are shown on the left. The example BE neuron had decreasing rate upon addition of a tone for both $N_0S_0$ and $N_0S_\pi$, while the example BS neuron had increasing rate for both conditions.

Neural responses to $N_0S_0$ stimuli have previously been simply described as having increasing rate as a function of tone level (Jiang et al., 1997a; Ramachandran, May, Davis, 2000), possibly based on the assumption that neurons respond more strongly to increasing stimulus energy (i.e. upon addition of a tone). However, Neuron 1 had decreasing rate versus SNR, which would not be expected based on stimulus energy. The shape of NDF has been used to explain changes in neural responses for the $N_0S_\pi$
condition (Jiang et al., 1997a, 1997b): a diotic noise masker has zero ITD; adding a dichotic tone introduces a non-zero ITD. Neurons with peak-like NDF respond most strongly to near-zero ITDs, and thus are expected to have decreasing rate with increasing SNR. In contrast, neurons with trough-like NDF are expected to have increasing rate with increasing SNR. Responses to $N_0S_\pi$ stimuli of Neuron 1 and Neuron 2 can also be explained by their NDF shape: Neuron 1 had peak-like NDF shape and decreasing rate versus SNR for the $N_0S_0$ condition; Neuron 2 had trough-like NDF and increasing rate versus SNR.

Responses in the IC can also be complicated and not well explained by a single hypothesis. Figure 3.4 shows six other example neurons with different MTF and NDF shapes. Neurons 3 and 4 both had BE MTFs and decreasing rate versus SNR for the $N_0S_0$ condition at most noise levels, as expected. However, for the $N_0S_\pi$ condition, Neuron 3 had decreasing rate versus SNR that could be explained by its MTF shape, but not its trough-like NDF. In contrast, Neuron 4 had an increasing rate versus SNR that could be explained by its NDF shape, but not by its MTF shape. Neurons 5, 6 and 7 all had BS MTFs, and thus were expected to have increasing rate versus SNR, but the responses of these neurons differ. Neuron 5 had increasing rate versus SNR for both $N_0S_0$ and $N_0S_\pi$ condition, which could be explained by its BS MTF, but not by its peak-like NDF. The MTF of Neuron 6 did not explain responses to either $N_0S_0$ or $N_0S_\pi$ stimuli, but responses to $N_0S_\pi$ stimuli (decreasing rate) could be explained by its peak-like NDF. Neuron 7 also had decreasing rate versus SNR, which could not be explained by either MTF or NDF shape. Neuron 8 had an all-pass MTF, and responses to $N_0S_\pi$ stimuli could be explained by the peak-like NDF.
Figure 3.4: Responses of six example neurons (A-F). The left two columns show the neuron’s MTF and ITD sensitivity, respectively. The right three columns show the neuron’s response to $N_0S_0$ (blue circles) and $N_0S_\pi$ (red squares) TIN stimuli at noise levels of 35, 55, and 75 dB SPL, respectively; filled symbols indicate supra-threshold responses. MTF shape and tone frequency of TIN stimuli (close to CF) are shown on the left.

Evaluating the envelope-based hypothesis for the population of IC responses

Responses of all neurons in the population were first evaluated by the correlation between maximum changes in rate elicited by amplitude modulations (using responses in the MTFs) and by addition of tone to a masker (using the TIN responses). For SAM responses, the maximum average rate difference in the MTF, between the maximum or minimum of the MTF and the response to the unmodulated stimulus, was determined for
each neuron. IC neurons with BE MTFs were assigned a positive maximum rate difference (Fig. 3.5, triangles), and BS neurons had a negative maximum rate difference (Fig. 3.5, squares). AP neurons had a small maximum rate difference that could be either positive or negative (Fig. 3.5, circles). The maximum rate difference of hybrid neurons depended on whether the enhancement or suppression was stronger (Fig. 3.5, diamonds). Similarly, for TIN responses, the maximum difference in average rate across all SNRs tested and that of the noise-alone stimulus was determined for each neuron. Correlations between rate differences due to addition of a tone and due to amplitude modulation were significantly correlated for both \( N_0S_0 \) (Fig. 3.5A) and \( N_0S_{\pi} \) conditions (Fig. 3.5B). The correlation coefficient was higher for the \( N_0S_{\pi} \) condition than for the \( N_0S_0 \) condition, possibly because the SNR range limited the change in rate elicited by a tone, and this limitation was reduced when the threshold was at the lower end of the SNR range (i.e. for the \( N_0S_{\pi} \) condition).
Figure 3.5: Correlation between rate differences elicited by addition of a diotic (A) or dichotic (B) tone and by amplitude modulation (MTF). Neurons with different MTF types are shown in different symbols (see legend). BE and BS neurons had the largest rate differences in the MTFs, and thus the symbols for these neurons are located on the right and left side of each plot, as expected. Correlation coefficients and \( p \) values are shown in each plot; a star indicates that the correlation coefficient was significant after Bonferroni correction (\( p < 0.01 \)). Rate differences in TIN responses were significantly correlated with those in MTFs for both \( N_0S_0 \) and \( N_0S_\pi \) conditions at all noise levels, consistent with the envelope-based hypothesis.

Another way to evaluate population responses was to calculate the proportion of IC neurons that had the expected rate-change direction in response to TIN stimuli based on the MTF shape (Fig. 3.6). Recall that the envelope-based hypothesis predicts decreasing rate for BE neurons (black) and increasing rate for BS neurons (gray). Also recall that rate-change direction was defined at the threshold for each neuron. For the \( N_0S_0 \) condition, the proportion of neurons with increasing/decreasing average rates were significantly different between the BE and BS groups at noise levels of 35 dB SPL (\( \chi^2(1,1) = 8.98, p = 0.0027 \)), 65 dB SPL (\( \chi^2(1,1) = 4.00, p = 0.046 \)) and 75 dB SPL (\( \chi^2(1,1) = 11.95, p = 0.0005 \)), but not at noise levels of 45 dB SPL (\( \chi^2(1,1) = 1.35, p = 0.24 \)) and 55 dB SPL (\( \chi^2(1,1) = 1.70, p = 0.19 \)). For the \( N_0S_\pi \) condition, the proportions of neurons with increasing/decreasing average rates were significantly different between BE and BS group only at the noise level of 75 dB SPL (\( \chi^2(1,1) = 4.52, p = 0.03 \)), but not at other levels: \( \chi^2(1,1) = 3.50, 0.62, 3.04, 2.25, \) and \( p = 0.06, 0.43, 0.08, 0.13 \) at noise levels of 35 to 65 dB SPL, respectively. Thus, BE and BS neurons responded as predicted by the envelope-based hypothesis for the \( N_0S_0 \) condition at most noise levels, but only at the highest tested noise level for the \( N_0S_\pi \) condition. The conclusions based on this MTF-
categorization method and on the correlation method (Fig. 3.5) were not the same for low-to-medium noise levels, possibly because the MTF-categorization method emphasized the number of neurons in the population with expected responses, whereas the correlation method emphasized the size of the rate change in responses of single neurons. This discrepancy will be further discussed later; in general, both analyses showed that envelope-based cues were most important at the highest noise level.

Figure 3.6: Proportions of increasing/decreasing average rate versus SNR of BE (left) and BS (right) neurons for both $N_0S_0$ (top) and $N_0S_\pi$ (bottom) conditions. Only neurons that elicited measurable thresholds are included; the number is shown at the top of each bar. Gray indicates increasing rate vs. SNR at threshold, and black indicates decreasing rate. BE and BS neurons responded as expected based on MTF shape at most noise levels for the $N_0S_0$ condition, but only at 75 dB SPL for the $N_0S_\pi$ condition.
Evaluating the ITD-based hypothesis for the population of IC responses

The shape of the NDF has previously been used to explain TIN detection thresholds for the N₀S₀ condition, thus neural thresholds were also examined for different types of NDF: peak-like, trough-like, or insensitive. Recall that the ITD-based hypothesis predicts that neurons with peak-like NDF would have decreasing rate as a function of SNR for the N₀S₀ condition, and neurons with trough-like NDF would have increasing rate versus SNR. The ITD-based hypothesis was also examined by the NDF-categorization and correlation methods. The proportion of neurons with each rate-change direction at threshold was computed for each NDF group (Fig. 3.7). For the N₀S₀ condition, a large proportion of neurons with peak- or trough-like NDFs had decreasing rate with increasing SNR, which has not been previously reported (Jiang et al., 1997a). For the N₀S₀ condition, a $\chi^2$ test showed that the proportion of neurons with increasing or decreasing rate vs. SNR was significantly different between neurons with peak- and trough-like ITD sensitivity at noise levels of 35 to 65 dB SPL ($\chi^2(1,1) = 17.23, 20.96, 13.34, 8.28$, all $p < 0.005$); but not at 75 dB SPL ($\chi^2(1,1) = 1.81; p = 0.18$). For neurons with trough-like ITD sensitivity, the number of neurons that had increasing rate at threshold (as expected) decreased with increasing noise level (Fig. 3.7, bottom middle plot). For neurons that were insensitive to ITD, an increasing number of neurons had increasing rate at threshold at higher noise levels for both N₀S₀ and N₀S₀ conditions.
Figure 3.7: Proportions of rate-change direction at neural threshold for neurons with peak-like (left), trough-like (middle) NDF and ITD-insensitive (right) for the $N_0S_0$ (top) and $N_0S_\pi$ (bottom) conditions. Gray indicates increasing rate and black indicates decreasing rate at threshold. Only neurons with measurable thresholds are shown here; the number of neurons is shown at the top of each bar. For the $N_0S_\pi$ condition, the proportion of neurons with increasing/decreasing rate vs. SNR was significantly different between neurons with peak- or trough-like NDF at most noise levels.

The correlation between the maximum rate difference in response to $N_0S_0$ and $N_0S_\pi$ stimuli and the maximum rate difference in the NDF was also computed to evaluate the ITD-based hypothesis. The difference between average rate in response to zero ITD and mean rate in response to absolute ITDs larger than 1 ms was computed for each neuron. For TIN responses, it is typical to compare the difference in rate between
responses to $N_0$ to $N_0 S_\pi$ for neurons with different NDF types (Fig. 3.7; Jiang et al., 1997); however, such evaluation may ignored changes in response to diotic tone (i.e. $N_0 S_0$ to $N_0 S_\pi$ instead of $N_0$ to $N_0 S_\pi$). Therefore, the difference between average rates in response to $N_0 S_0$ and $N_0 S_\pi$ stimuli was computed at each SNR, and a test for a significant correlation was carried out between the maximum difference between diotic and dichotic TIN stimuli and the maximum rate difference in the NDF (Fig. 3.8). The correlation was significant at all noise levels, supporting the ITD-based hypothesis. However, the correlation coefficient decreased with increasing noise level. The results of NDF-categorization and correlation methods were consistent, suggesting that the role of ITD was important, but that its importance decreased as masker level increased.
Figure 3.8: Correlation between maximum rate differences of binaural TIN responses (diotic and dichotic) and NDF at each noise levels. The correlation coefficient and p-value are shown in the plot. The maximum rate difference between responses to diotic and dichotic condition was significantly correlated with the maximum rate difference of NDF, supporting the ITD-based hypothesis.

Even though the results above supported the ITD-based hypothesis, they leave a few unanswered questions. First, in previous studies, the NDF shape was examined for responses to $N_0S_{π}$ stimuli either at a low tone frequency (e.g., 500 Hz, Jiang et al., 1997) or for a broad frequency range (e.g., broadband chirp, Lane & Delgutte, 2005), neither of which examined the role of stimulus frequency. In addition, ITD sensitivity is assumed to be important for sound localization at low frequencies (Middlebrooks & Green, 1991). Therefore, whether NDF shape only explains responses to low-frequency $N_0S_{π}$ stimuli is of interest. Second, it is also important to examine whether ITD-based predictions are more successful when the relation between the best ITD and the stimulus frequency is
taken into account. Third, adding an out-of-phase tone to diotic noise not only introduces ITDs, but also ILDs, yet ILD has not been considered previously in physiological studies of \( N_{0S_n} \) responses. These questions will be addressed briefly in the following sections.

**Low- vs. high-CF neurons.** To study the role of frequency in the ITD-based results, neurons with CFs below 1.5 kHz were re-examined (Fig. 3.9). Due to the small number of units, the \( \chi^2 \) test was not applicable, so a qualitative description is presented here. For neurons with peak-like NDFs, all low-CF neurons had increasing rate upon addition of a tone at threshold at low noise levels for the \( N_{0S_0} \) condition, and most neurons had increasing rate for the \( N_{0S_n} \) condition. For neurons with trough-like NDFs, most neurons had increasing rate upon addition of either a diotic or dichotic tone at threshold. The ITD-based prediction explained the rate-change direction for almost all \( N_{0S_n} \) responses in low-CF neurons with trough-like NDFs (e.g., 3/3 at 65 dB SPL), as compare to explaining only 19/28 of the rate-change directions at 65 dB SPL for the entire population (Fig. 3.7, middle bottom plot).

Data from Fig. 3.7 were re-analyze for units with CF > 1.5 kHz (not shown), the proportions of rate-change direction for neurons with peak- or trough-like NDF were still significantly different at noise levels of 35-65 dB SPL \( (\chi^2(1,1) = 17.11, 16.12, 8.38, 6.17, 0.91; p < 0.001, p < 0.001, p = 0.0038, p = 0.013, p = 0.34) \). There was a decreasing trend in the proportion of units with rate-change directions that were explained by the NDF shape with increasing noise level. Therefore, NDF shape best explained neural responses of both low- and high-CF units at low and medium noise levels.
Figure 3.9: Proportion of rate-change direction for low-CF neurons with peak-like (left) and trough-like (right) ITD sensitivity for the \(N_0S_0\) (top) and \(N_0S_\pi\) (bottom) conditions. Only neurons with CF lower than 1.5 kHz and measurable thresholds are shown here. Format same as in Figs. 3.6 and 3.7.

The role of best ITD. One concern for predicting neural responses to \(N_0S_\pi\) stimuli is related to the potential interaction between tone frequency and the best/worst ITD. For example, for a neuron with a peak-type NDF having a best ITD of 200 µs, a dichotic tone at 2.5 kHz (with a period of 400 µs) would result in an increase in rate, rather than to the “expected” decrease in rate for a peak-type NDF. To account for this potential interaction, the correlation was computed between the change in rate in the NDF for ITDs corresponding to interaural phase differences (IPDs) of 0° and 180° at the tone frequency and the change in rate elicited by addition of a dichotic tone at 8-dB SNR. Note that an
IPD of 180° may result in either a positive or a negative ITD; in this test, the sign of the ITD (positive or negative) was chosen to be consistent with the sign of the best/worst ITD. The correlation was not significant ($r = 0.04, p = 0.71$), indicating that the rate-change direction in TIN responses could not be explained by the direction of change in rate between responses to ITDs corresponding to 0° to 180° delays of the tone frequency. Considering that many stimulus frequencies, and CFs, were beyond the limit of fine-structure phase-locking, neurons with low CFs (less than 1.5 kHz) were examined separately, but that correlation was also not significant ($r = 0.21, p = 0.53$, Fig. S1). Possible reasons for this result will be discussed below.

**Rate differences in response to $N_0S_{\pi}$ stimuli and binaural cues.** The rate differences in response to ITDs or ILDs was quantified by the difference between the maximum and minimum response rates over the range of stimuli tested. The maximum change in rate in response to $N_0S_{\pi}$ stimuli, regardless of the direction of the rate change as a function of SNR, was significantly correlated to the maximum rate differences in both ITD and ILD responses (Fig. 3.10, A and B), explaining a small but significant proportion of the variance (i.e. $r^2$). The significant correlation between the maximum rate differences for $N_0S_{\pi}$ responses and rate differences for both ITD and ILD responses could be because 1) adding a dichotic tone not only introduces ITDs, but also ILDs; and/or 2) the dynamic ranges of ITD and ILD responses were significantly correlated (Fig. 3.10C). Changes in neural responses to $N_0S_{\pi}$ could be due to a combination of ITD and ILD sensitivities; this effect is a potential topic for future studies.
Figure 3.10: Correlation between rate differences of responses to ITD, ILD, and \( N_0 S_\pi \) at 65 dB SPL (as title indicated). Correlation coefficients and \( p \)-value are shown on the top right of each panel; star indicates that the correlation coefficient was significant after Bonferroni correction (\( p < 0.017 \)). Solid gray line indicates linear regression.

**Evaluating the IAC-based hypothesis for the population of IC responses**

Adding a dichotic tone to diotic noise introduces both ITD and ILD cues, as well as interaural decorrelation, but the changes in these cues differ for different tokens of noise waveforms as well as for different SNRs. For example, the ITD of a \( N_0 S_\pi \) stimulus would become dominated by the ITD of the added tone with increasing tone level, but the effective ITD of a \( N_0 S_\pi \) stimulus with a low-SNR tone (e.g. at threshold) is hard to estimate, and varies with the noise token due to the phase interaction between the noise and tone. Additionally, unlike a pure tone, the instantaneous ITD of \( N_0 S_\pi \) stimuli vary throughout the duration of the stimulus waveform, and thus these stimuli do not have an “overall” ITD. Therefore, prediction of the rate-change direction upon addition of a tone at threshold based on ITD (or ILD) sensitivity may not be as simple as has been previously hypothesized. On the other hand, the effect of interaural decorrelation could be studied with a more straightforward method. To examine the effect of decorrelation, average rates
were recorded in response to 1/3-octave diotic ($N_0$) and uncorrelated ($N_u$) gaussian noise for 68 neurons. The $N_u$ noises presented at the two ears were simply independent narrowband noise tokens. The correlation between the difference in average rate in response to the $N_0S_\pi$ condition (the difference between average rates in response to noise-alone and to $N_0S_\pi$ at 0-dB SNR) and the difference in average rates in response to the $N_0$ and $N_u$ conditions was significant at all noise levels (Fig. 3.11), supporting the IAC-based hypothesis. The correlation was the strongest at a noise level of 65 dB SPL, the level at which the $N_0$ and $N_u$ noise were presented. At 65 dB SPL, additional analyses of the rate differences in responses to $N_0S_\pi$ stimuli at SNRs of -8 to 8 dB relative to the noise-alone condition were all significantly correlated to the rate difference between the responses to $N_u$ and $N_0$ noise, with correlation coefficients ranging from 0.71 to 0.84, and $p$ values all less than 0.0001 (significant after Bonferroni correction, not shown). The significant correlation coefficients at all SNRs and noise levels indicated that, in general, the direction and size of the changes in rate in response to $N_0S_\pi$ stimuli were explained by the change in the stimulus from $N_0$ towards $N_u$. 
Figure 3.11: Correlation between rate differences elicited by addition of dichotic tone (N0S\textsubscript{π}) at 0 dB SNR and difference in rate between responses to N\textsubscript{0} and N\textsubscript{u} condition. Correlation coefficient and p-value are shown on the top left; star indicates that the correlation coefficient was significant after Bonferroni correction (p < 0.0014). Solid line indicates linear regression.

**Rate-based neural thresholds**

Rate-based thresholds of all units for the N\textsubscript{0}S\textsubscript{0} and N\textsubscript{0}S\textsubscript{π} conditions at five noise levels were computed and compared with behavioral data from previous studies (Fig. 3.12). There was no clear trend in the numbers of units with increasing or decreasing rate-change direction across frequency, for either the N\textsubscript{0}S\textsubscript{0} or N\textsubscript{0}S\textsubscript{π} condition, except a weak trend of more units with increasing rate at the lowest noise level tested (bottom row). The lowest rate thresholds across frequency were lower for the N\textsubscript{0}S\textsubscript{π} condition than for the N\textsubscript{0}S\textsubscript{0} condition, as expected.
The lowest rate thresholds at 500 Hz matched the mean rabbit behavioral detection threshold at the same frequency (Zheng et al., 2002). Compared with human thresholds, the lowest rate thresholds for the N_0S_0 condition were close to human thresholds across frequencies, but the lowest rate thresholds for the N_0S_\pi condition only matched human thresholds at high frequencies. Human thresholds from Goupell (2012) are slightly lower than van de Par et al. (1999) at some frequencies, possibly due to differences in paradigm and stimulus bandwidths. Note that stimuli used in previous studies have slightly different parameters from this study: stimuli in Zheng et al. (2002) had 200-Hz bandwidth (vs. 116 Hz in this study) and an overall level of 63 dB SPL; stimuli in van de Par et al. (1999) had bandwidths of 100 Hz, 250 Hz, 500 Hz and 1 kHz (vs. 116 Hz, 232 Hz, 463 Hz and 926 Hz in this study) for center frequencies of 500 Hz, 1 kHz, 2 kHz and 4 kHz, and with overall level of 70 dB SPL; stimuli in Buss et al. (2003) had 50-Hz bandwidth and overall noise levels of 42, 57 and 72 dB SPL; stimuli in Goupell (2012) had bandwidths of 78 Hz, 240 Hz, 456 Hz and 888 Hz (vs. 116 Hz, 463 Hz, 926 Hz and 1852 Hz in this study) for center frequencies of 500 Hz, 2 kHz, 4 kHz and 8 kHz. However, despite the discrepancies among stimuli, in general, the lowest rate-based thresholds could explain human thresholds for the N_0S_0 condition across all frequencies tested and for the N_0S_\pi condition at high frequencies. Note that the thresholds of most sensitive neurons across frequencies did not vary qualitatively across noise levels, consistent with human thresholds tested at multiple noise levels (Buss et al., 2003) and with roving-level paradigm (Henning et al., 2005).
Figure 12: Rate-based threshold for $N_0S_0$ (A) and $N_0S_\pi$ (B) conditions. Thresholds of most sensitive neurons across frequencies matched human behavioral data for the $N_0S_0$ condition but had a trend different from human for the $N_0S_\pi$ condition. Neural thresholds at 500 Hz matched rabbit behavioral data for both conditions.

Because envelope-, ITD-, and IAC-based cues were all shown to explain TIN responses, it is interesting to ask whether these characteristics could predict neural
thresholds. For envelope-based cues, there was no significant correlation between thresholds and rate differences elicited by amplitude modulation (calculated as in Fig. 7) \( (r = -0.072, p = 0.54) \). For ITD-based cues, neurons that have more sensitive ITD tuning were expected have lower \( N_0S_\pi \) thresholds. For example, one would expect that a neuron would have a lower \( N_0S_\pi \) detection threshold if the response rate changed more quickly as a function of ITD. This hypothesis was examined in ITD-sensitive neurons with NDFs that were fitted with the \( G_2 \) function as high-CF neurons were the major population (87% of sensitive neurons). The level of sensitivity to ITD tuning was quantified by \( A/\sigma \) (the amplitude of the fitted function divided by the standard deviation of the gaussian function). However, the correlation was not significant between the level of sensitivity of ITD tuning and the \( N_0S_\pi \) threshold at a noise level of 65 dB SPL \( (r = 0.14, p = 0.31) \). For IAC-based cues, there was no significant correlation between the \( N_0S_\pi \) threshold at noise level of 65 dB SPL and the rate difference between responses to \( N_0 \) and \( N_u \) conditions (calculated as in Fig. 11) \( (r = -0.058, p = 0.71) \). Unexpectedly, none of the cues were directly related to neural thresholds.

**Rate-based neural BMLDs**

Neural BMLDs were evaluated in two ways: using the BMLDs of individual neurons and using the BMLDs calculated from the \( N_0S_0 \) and \( N_0S_\pi \) thresholds of the neural population. For BMLDs of single neurons (Fig. 3.13), only neurons with measurable thresholds for both \( N_0S_0 \) and \( N_0S_\pi \) conditions are plotted, together with human BMLDs (Buss et al., 2003; Goupell, 2012; van de Par & Kohlrausch, 1999). There was no clear association observed between small or negative BMLDs and rate-change direction for either \( N_0S_0 \) or \( N_0S_\pi \) conditions, in contrast to a previous report (Jiang et al., 1997a). There was also no clear pattern of same (open symbols) or opposite (filled symbols) rate-change
directions for $N_0S_0$ and $N_0S_\pi$ conditions across frequency (i.e. thresholds were similar for upward and downward triangles). Overall, there were more neurons with the same rate-change directions than with opposite rate-change directions (more open symbols than filled symbols) between $N_0S_0$ and $N_0S_\pi$ conditions. Among neurons with opposite rate-change directions across conditions, more neurons had decreasing rate at threshold for the $N_0S_0$ condition (more filled downward than upward triangles). At 500 Hz, single-neuron BMLDs were close to human BMLDs at noise levels of 45 and 65 dB SPL, but not at other noise levels. At 1 kHz and above, the maximum single-neuron BMLDs were larger than human BMLDs. The maximum BMLDs were similar across noise levels, as well as across frequencies, unlike human BMLDs that decrease substantially with increasing frequency (Goupell, 2012; van de Par & Kohlrausch, 1999).
Figure 3.13: BMLDs calculated based on single-neuron thresholds for neurons with measurable thresholds for both N₀S₀ and N₀S₀π conditions. Open triangles indicate that the direction of change in rate vs. SNR at threshold for the N₀S₀π condition was the same as for the N₀S₀ condition, whereas filled triangles indicate opposite direction of change in rate at threshold for the N₀S₀ and N₀S₀π conditions.
To calculate BMLDs of the neural population, neural thresholds for the most sensitive subset of neurons were calculated for 0.5, 1, 2, 4, and 8 kHz for the N₀S₀ or N₀Sₚ conditions. For each frequency, the threshold was based on the lowest 10th percentile within a one-octave range centered at that frequency. Due to the limited SNR range that was tested, many sensitive neurons were suprathreshold (70.7% correct) at the lowest tested SNR, especially for the N₀Sₚ condition. To reduce the number of neurons for which the BMLD was limited in this way, individual thresholds were recalculated using a criterion of 79.1% correct (Fig. 3.14, squares and diamonds). Thresholds at 55 to 75 dB SPL had similar patterns and were plotted together in Fig. 14, which shows that neural population thresholds for both N₀S₀ (blue solid line) and N₀Sₚ conditions (red dashed line) did not vary across frequency. Human thresholds were moved up by 4 dB to align the means of the human and N₀S₀ thresholds of the population, to better compare the trend across frequency (Fig. 14). Human N₀Sₚ thresholds increase as a function of frequency, whereas thresholds of the neural population did not. Therefore, human and neural BMLDs had different trends across frequency: human BMLDs decrease with increasing frequency, whereas neural BMLDs did not. The neural BMLDs of the population were smaller than the maximum single-neuron BMLDs but had a similar trend across frequency.
Figure 3.14: $N_0S_0$ (solid blue line) and $N_0S_\pi$ thresholds (dashed red line) of the neural population across frequency. Individual neural thresholds at 79.1% correct for $N_0S_0$ (blue square) and $N_0S_\pi$ (red diamond) conditions, for noise levels of 55-75 dB SPL are shown. Star indicates that the threshold was lower than the lowest measured SNR. Human detection thresholds are from van de Par et al. (1999) and shifted up by 4 dB for comparison with neural thresholds, which were computed using a higher criterion. Neural BMLDs had a different trend across frequency compare to human BMLDs.

3.6 Discussion

In the current study, single-neuron responses to TIN stimuli were recorded in the IC for both $N_0S_0$ and $N_0S_\pi$ conditions over a wide range of target frequencies, as well as noise and tone levels. Envelope-, ITD-, and IAC-based hypotheses for TIN detection were tested. Adding a tone flattens the envelope of a narrowband gaussian noise waveform, peripheral nonlinearities effectively increase this flattening, and IC neurons are tuned to amplitude modulations, as described by MTFs. Therefore, for neurons that are excited by
neural fluctuations (BE MTFs), average rates were expected to decrease upon addition of a tone, whereas for neurons that are suppressed by fluctuations (BS MTFs), average rates were expected to increase, regardless of whether the tone was in or out of phase. On the other hand, for the $N_0S_\pi$ condition, adding an out-of-phase tone to a diotic noise waveform introduces time-varying ITDs, so neurons with peak-like NDFs were expected to have decreasing rates, whereas neurons with trough-like NDFs were expected to have increasing rates as a function of SNR. For the $N_0S_\pi$ condition, adding an out-of-phase tone to a diotic noise waveform also causes interaural decorrelation. Therefore, neurons that had higher average rates in response to $N_0$ than to $N_0$ noise were expected to have higher average rates for the tone-plus-dichotic-tone condition than for the noise-alone condition.

Results showed that for the $N_0S_0$ condition, the envelope-based hypothesis explained neural responses upon addition of a tone at most noise levels, but the results for the $N_0S_\pi$ condition were predicted by envelope-based cues only at the highest noise level tested (75 dB SPL). Additionally, for the $N_0S_\pi$ condition, the ITD-based hypothesis better explained neural response rates elicited by an out-of-phase tone at the low-to-medium noise levels than at the higher noise level. Changes in rate due to interaural decorrelation were significantly correlated with changes in rate upon addition of an out-of-phase tone to identical noise at all noise levels. Because predictions of rate-change direction based on MTF shape for the $N_0S_0$ condition were discussed in Chapter 2, the current Discussion will focus on the results for the $N_0S_\pi$ condition and BMLDs.

Comparison with previous physiological studies

There have been a limited number of physiological studies of neural responses to both $N_0S_0$ stimuli and $N_0S_\pi$ stimuli, especially in the IC (Jiang et al., 1997a, 1997b; Lane
Lane and Delgutte (2005) used chirp as detection target, and Jiang et al. (1997b) also used tone as detection target, so the results here were compared with Jiang et al. (1997a). There were a few differences between the stimuli used in the current study and in Jiang et al. (1997a), which may explain the differences in the results between the two studies. First, responses were only recorded for tone frequency of 500 Hz in Jiang et al. (1997a). Even though only neurons with low CF (<1.5 kHz) were recorded, the best frequency of a neuron with CF of 1 kHz is an octave above 500 Hz, and responses to 500-Hz tones could be essentially different from responses to CF tones. For example, the response of a model auditory-nerve fiber (Zilany et al., 2014) is saturated in response to a CF tone at 65 dB SPL, but not in response to a 65-dB-SPL tone one octave below CF. Therefore, when the tone frequency is far from CF, the AN fiber’s rate will vary with stimulus sound level (i.e. sound level). The difference between CF and target tone frequency could explain the finding that the majority of neurons in Jiang et al. (1997a) had increasing rate with increasing tone level for the N0S0 condition, whereas many neurons had decreasing rate versus SNR in the current study.

Second, many neurons in the current study did not have measurable thresholds due to the limited range of SNRs tested, but finer steps and a wider range of SNRs were used in Jiang et al. (1997), so thresholds were measurable for almost all neurons. However, it is worth noting that a 20-dB range of SNRs were tested in this study, neurons without a measurable threshold over this SNR range were insensitive to addition of a tone. A threshold might have been measured if a SNR high enough had been tested, but it could also be that the neuron was simply responding to high-intensity sound, not to tone-plus-noise.
Third, the noise masker bandwidth in Jiang et al. (1997a) was from 50 Hz to 5 kHz with a noise level of 65 dB SPL, whereas the current study used 1/3-octave noise centered at the tone frequency and a wide range of noise levels, including 65 dB SPL. The difference in noise masker bandwidth represents a large difference in noise spectrum level: 28 dB SPL in Jiang et al. (1997a), versus 44 dB SPL for the 500-Hz target tone tested at the noise level of 65 dB SPL in the current study. This difference may stimulate neurons differently, especially at low stimulus frequencies. Even though neurons respond to a wide frequency range at high sound levels (Ruggero, 1992), the excitation frequency range is usually asymmetric and spreads more to lower frequencies than to higher frequencies (Schmiedt, 1989). Therefore, for low CF neurons (e.g., CF of 1 kHz), the wide frequency range of the noise masker used in Jiang et al. (1997a) (e.g., the frequency range of noise masker above 2 kHz) may not have effectively excited the neurons. Additionally, due to the cochlear compression, using a high overall level but wide noise bandwidth may not mask tones in the same way as a narrow noise bandwidth but the same spectrum level (Almishaal, Bidelman, & Jennings, 2017).

The role of the MTF in \( N_0S\pi \) responses. The shape of the MTF has been shown to explain the direction of rate change upon addition of an in-phase tone to diotic noise (\( N_0S_0 \)) (Chapter 2). For the \( N_0S\pi \) condition, predictions of rate changes upon addition of the dichotic tone based on rate differences in the MTF were successful at all noise levels (Fig. 3.5), whereas predictions of rate-change direction based on MTF shape were only successful at the highest noise level tested, 75 dB SPL). This discrepancy may be due to the different emphases of the two analysis methods used to explore this hypothesis: the categorization method emphasized the number of neurons that had the expected rate-change direction near threshold, whereas the correlation method emphasized the size of
the rate change. Therefore, although the number of neurons with the expected rate-change direction based on the MTF shape was lower than expected, but for that the neurons that did respond as expected, the changes in rate were correlated between MTF and $N_0S_{\pi}$ responses. However, overall the results suggested that envelope-based cues were most important at the higher noise levels.

The role of the NDF in $N_0S_{\pi}$ responses. The NDF was shown to explain rate responses to $N_0S_{\pi}$ stimuli at most noise levels, but both the proportion of neurons with the expected rate-change directions, and the amount of variance explained in the rate changes decreased with increasing noise level (Figs. 3.7 and 3.8). The prediction based on the NDF was reexamined based on each neuron’s rates in response to ITDs corresponding to IPDs of $0^\circ$ and $180^\circ$ at the tone frequency. One reason for this re-analysis is that if a half period of the tone frequency was smaller than a neuron’s best ITD, the prediction of the $N_0S_{\pi}$ responses would differ from that based on the NDF shape alone. Specifically, as the SNR varies from a noise-alone stimulus to a high-level-tone in noise, the IPD of an $N_0S_{\pi}$ stimulus changes from $0^\circ$ to nearly $180^\circ$. Therefore, the rate difference between responses to IPDs equivalent to $0^\circ$ and $180^\circ$ (or -$180^\circ$ if the best ITD were negative) was hypothesized to be correlated with the rate difference elicited by addition of an out-of-phase tone with the highest SNR tested in $N_0S_{\pi}$ stimuli. However, no such correlation was found, even for neurons with low CFs. There were several possible explanations for this result: First, the instantaneous ITD of the $N_0S_{\pi}$ stimulus varies across the duration of the stimulus due to the interaction between the tone and narrowband noise, but only the ITD corresponding to the $180^\circ$ phase at the tone frequency was used in this test. Additionally, the NDF used in this study was in response to wideband noise, but the noise masker for the $N_0S_{\pi}$ condition was narrowband noise. Nevertheless, this result
suggested that predicting neural responses, or even just the rate-change direction, did not depend solely on the shape of the NDF.

*The role of IAC in \(N_0S_\pi\) responses.* Adding an out-of-phase tone reduces the IAC (e.g., Bernstein & Trahiotis, 2017). However, whereas IAC cues have been one focus of modeling studies, they have not previously been tested in physiological studies. As predicted by the IAC-based hypothesis, the change in rate elicited by an out-of-phase tone was significantly correlated with the rate difference between responses to \(N_0\) and \(N_u\) noise (Fig. 3.11); the large proportion of variance explained (50% to 71%) suggested an important role of the IAC in physiological \(N_0S_\pi\) responses.

*Proposed relationship between envelope, ITD, and IAC cues.* Results showed that envelope-, ITD-, and IAC-based cues all explained a proportion of neural responses to \(N_0S_\pi\) stimuli (maximum 23%, 28%, and 71%). The ITD-based hypothesis explained neural responses at low-to-medium noise levels, whereas the envelope-based hypothesis explained at high noise level; the IAC-based hypothesis, on the other hand, explained neural responses at all noise levels and the largest proportion of variance in rate responses among the three cues at 65 dB SPL, at which \(N_0\) and \(N_u\) noise responses were collected. However, these cues may not be independent. For example, the decreasing trend in the proportion of results explained by ITD-based hypothesis could be that envelope ITDs dominated responses of the high CF neurons, which were the majority neurons in the population studied here, but the fluctuation amplitudes in AN responses saturate (i.e. flatten) at higher sound levels, and thus binaural differences of neural representation of the stimulus envelope would also decrease with increasing sound level, which would explain a weaker effect of envelope ITDs at high levels. Also, at high
frequencies, IAC-cues have been proposed to be envelope-based (Bernstein & Trahiotis, 1996; Durlach, 1964).

Some effort has been made to separate the role of IAC and ITD in binaural detection (Culling, 2011; van der Heijden & Joris, 2010), but the debate is not resolved. Based on results from these studies, both ITD and ILD cues are proposed to contribute to interaural decorrelation. Adding an out-of-phase tone not only introduces ITDs, but also ILDs; additionally, the added binaural cues are time-varying. However, there has been little discussion about the role of ILD responses in predicting $N_0S_{\pi}$ responses. One reason could be that there is no clear prediction of a change in rate based on ILD sensitivity, as both positive and negative ILDs are elicited by the out-of-phase tone. Yet ILD could be important – the dynamic range of ILD responses was correlated not only to that of $N_0S_{\pi}$ responses, but also to the dynamic range of ITD responses (Fig. 3.10). Fluctuations of ITD in an $N_0S_{\pi}$ stimulus increase with increasing tone level, whereas fluctuations of ILD first increase and then decrease as tone level increases (Appendix A). Therefore, interaural decorrelation could be due to a nonlinear combination of ITD and ILDs cues: both ITD and ILD cues affect IAC at low tone levels, whereas at high tone levels (e.g., above 4 dB SNR), ITD cues dominate IAC. This proposed idea is consistent with the previous modeling study (Mao & Carney, 2014) in which ITD cues are shown to dominate in stimuli with low modulation depths (e.g., tone-plus-noise), and the combination of ITD and ILD cues dominate in stimuli with high modulation depths (e.g., noise). In that study, the nonlinear combination of ITD and ILD cues is described as the slope of the interaural envelope difference (SIED), whereas detection in the $N_0S_{\pi}$ condition at high frequencies has been proposed to be explained by the envelope-based IAC (Bernstein & Trahiotis,
Thus, the SIED cue is hypothesized to be a specific implementation for an envelope-based IAC in explaining $N_0 S_\pi$ responses.

**Neural BMLDs vs. human BMLDs.** Rate-based thresholds were estimated for both $N_0 S_0$ and $N_0 S_\pi$ conditions in order to estimate neural BMLDs over a range of frequencies and noise levels. For the $N_0 S_0$ condition, the lowest rate-based thresholds across frequency could explain human detection thresholds. For the $N_0 S_\pi$ condition, the lowest rate-based thresholds across frequency had a different trend from human detection thresholds: neural thresholds were higher (i.e. worse) than human thresholds at low frequencies, and lower (i.e. better) than human thresholds at high frequencies. Many neurons had BMLDs as large as 20 dB. BMLDs estimated based on the most sensitive units in the neural population and estimates of maximum BMLDs for single neurons only varied slightly across frequency, whereas human BMLDs decrease substantially with increasing frequency. BMLDs estimated for the neural population were shown to be slightly lower than maximum single-neuron BMLDs across all frequencies, because individual neurons with the lowest thresholds in either the $N_0 S_0$ or $N_0 S_\pi$ condition did not always have the lowest thresholds in the other condition.

Rate-based neural thresholds were similar across noise levels, consistent with human psychophysical studies (Buss et al., 2003). Human BMLDs have been shown barely affected by the roving-level paradigm, in which stimulus levels randomly vary from interval to interval (Henning et al., 2005). Similar patterns of rate-based neural BMLDs across noise levels could explain the level-resistant of human listeners.

**Future directions.** The current study showed that envelope-, ITD-, and IAC-based hypotheses all explained a proportion of neural responses to $N_0 S_\pi$ stimuli. However, there
are many questions left to be answered in future studies. For example, what cues affect a neuron’s threshold, as opposed to response rates? Neural threshold was not correlated with any of the tested characteristics, even for those that were expected to be most highly related, such as sensitivity to ITDs. A better understanding of how the characteristics of the NDF in high-CF neurons are related to N₀Sᵣ responses also requires further study. High-CF neurons have ITD sensitivity (Yin et al., 1984), but the factors that affect different aspects of the NDF in high-CF neurons (e.g., prominence of peak or trough, best ITD) have not been studied. These factors may play an important role in understanding N₀Sᵣ responses at high frequencies. Another direction that could be taken in the future is to understand SIED cues and their potential relationship with IAC for the N₀Sᵣ condition. The SIED cues have been shown to better predict human N₀Sᵣ detection thresholds than ITD or ILD alone, and SIED is a nonlinear combination of ITD and ILD (Mao & Carney, 2014). Many IC neurons in this study were shown to be sensitive to the SIED cue (Appendix B). Therefore, the SIED cue could be a potential direction for future physiological studies. IC neurons receive afferent inputs from almost all lower levels in the auditory pathway (Casseday et al., 2002), so the combination of several types of neural sensitivity to different features of sounds may be required to explain neural responses to complex sound stimuli.

Appendix

A Binaural cues as a function of SNR

To better understand neural responses as a function of SNR for the N₀Sᵣ condition, IPD and ILD fluctuation cues were computed for stimuli used in this study (Fig. 3.15) with the same calculation as in Goupell and Harmann (2006). Briefly, instantaneous IPDs and
ILDs were calculated; fluctuation refers to the standard deviation of the instantaneous cues. IPD fluctuation increases with increasing SNR, whereas ILD fluctuation changes non-monotonically. Note that these cues were stimulus-based, and there was no substantial difference observed related to tone frequency.

Figure 3.15: IPD (left) and ILD fluctuation (right) of stimuli used in this study. Calculation was the same as in Goupell and Harmann (2006). Note that the trend of IPD and ILD fluctuation as a function of SNR did not vary qualitatively with tone frequencies.

**B Sensitivity to the SIED**

Tuning to the SIED was determined by a whitened reverse-correlation based on the SIED of dichotic stimuli consisting of uncorrelated narrowband noises at the two ears ($N_u$ stimuli). Reverse correlation (revcor), also known as a spike-triggered average or first-order Wiener kernel, has been used to estimate a neuron’s linear receptive field (e.g., Lewis et al., 2002) based on responses to white gaussian noise. However, the SIEDs of the stimuli were not white gaussian noise, and thus resulted in a biased revcor. The biased
revcor was “whitened” by an automatic smoothness determination (ASD) process implemented in Aoi and Pillow (2017). A baseline revcor was estimated based on randomized spike timing. Figure 3.16 shows the SIED revcor of an example neuron. Most IC neurons recorded in the current study had a substantial SIED revcor functions, suggesting that they are tuned to this stimulus feature.

Figure 3.16: Reverse correlation (revcor) based on SIED (solid blue) and baseline revcor (dashed black) computed using shuffled spike times, as an estimate for the revcor functions noise floor. Spike times were at time 0, thus the x-axis labels indicate time preceding the spikes.
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Chapter 4. Summary and Discussion

The goal of this thesis is to understand how well stimulus envelopes and neural fluctuations can predict the direction of change in neural response rate upon addition of a tone to noise in the mammalian inferior colliculus (IC). The results show that an envelope-based hypothesis could predict the rate-change direction in most neurons with measurable thresholds for the $N_0S_0$ condition and at high noise levels for the $N_0S_{\pi}$ condition. Additionally, the results show that other characteristics were important to understand responses to $N_0S_{\pi}$ stimuli: the shape of responses to interaural time differences (ITDs), noise delay function (NDF), could predict the rate-change direction in most neurons with measurable thresholds for the $N_0S_{\pi}$ condition at low to medium noise levels; rate changes due to changes in interaural correlation (IAC) could explain a large proportion of variance in rate changes elicited upon addition of an out-of-phase tone to identical noise.

4.1 Summary of novel results

Narrowband gaussian noise (GN) has a fluctuating envelope and the envelope becomes flatter upon addition of a tone. On the contrary, low-noise noise (LNN) has a flat envelope and the envelope becomes more fluctuating upon addition of a low-level tone. Therefore, predictions for an envelope-based hypothesis are opposite for these two types of noise masker, and thus make them a nice pair to examine the envelope-based hypothesis. Results showed that for most neurons with measurable thresholds, the direction of the change in average rate could be predicted by the MTF shape for both GN and LNN maskers.
An envelope-based hypothesis could explain the rate-change direction at threshold for many neurons for the $N_0S_0$ condition, a natural extension of the study is to examine if this envelope-based hypothesis could explain the direction of changes in rate at threshold for the $N_0S_n$ condition as well. Results show that the envelope-based hypothesis could explain the rate-change direction at threshold of most neurons at high levels, and of most neurons with high characteristic frequency (CF) at most noise levels. A neuron’s NDF shape has been proposed to explain the rate-change direction in responses to $N_0S_n$ stimuli, so the ITD-based hypothesis was also examined. Results show that at low noise levels, classical ITD sensitivity could predict neural responses at low noise levels, but at the highest noise level tested, prediction of the envelope-based hypothesis outperformed prediction of ITD-based hypothesis. Even though NDF has been assumed to be the physiological basis of IAC, the current study directly evaluated the effect of interaural decorrelation due to addition of an out-of-phase tone. Results show that correlation between rate difference between $N_0$ and $N_n$ noise (decrease in IAC) and rate changes upon addition of an out-of-phase tone was significantly correlated, and the correlation coefficient was higher than the correlation coefficient between dynamic ranges of NDF and responses to $N_0S_n$ stimuli.

4.2 Limitations of current studies

This thesis provided physiological evidence for the hypothesis that IC neurons respond to TIN stimuli based on changes in the envelope. However, because these are the first studies in the effort to extend the neural coding of envelope to non-periodic stimuli, there were some limitations in this study that could be pursued in the future.
One limitation of this study is the identification of MTF shape. In this thesis, sinusoidal-amplitude-modulated (SAM) sounds with noise carriers were used to obtain the MTFs. The shape of MTF was identified in order to predict the direction of the change in response rate of tone-plus-GN and tone-plus-LNN. However, our preliminary data show that different carriers may change the shape of MTF, and the difference between carriers may vary from neuron to neuron. For SAM sounds with pure tone carriers, the neuron’s CF has often been used for the frequency of the tone carrier (e.g., Nelson & Carney, 2007; Rose & Capranica, 1985). However, it is sometimes difficult to identify the CF based on the complex response maps that IC neurons have. These aspects of MTFs were not studied.

In this thesis, to understand the effect of sound level, neural responses to TIN stimuli were recorded for a wide range of noise levels. However, due to the limited daily recording time (2 hr), only a few SNRs were selected to estimate neural thresholds. Even though the selected SNRs had a range of over 20 dB, for some sensitive neurons, the lowest SNR tested was higher than the threshold. For some insensitive neurons, this SNR range was still not wide enough to estimate the threshold. On the other hand, if these neurons did not have measurable thresholds over 20-dB range of SNR, they could simply be insensitive to addition of a tone.

Envelope-related cues have not been previously considered for the N0Sπ condition. This study examined the envelope-based hypothesis. Results show that a neuron’s MTF shape could explain the direction of change in rate with increasing SNR. The envelope cue examined was monaural cue, and thus binaural processing was not involved. The types of ITD sensitivity have been used to explain neural responses to N0Sπ stimuli (e.g., Jiang, McAlpine, & Palmer, 1997; van der Heijden & Joris, 2010), and thus were examined
in this study. Results showed that the types of ITD sensitivity explained the direction of changes in rate versus SNR, consistent with the hypothesis. Additionally, results showed that the rate difference between responses to diotic and dichotic noise could better predict the rate difference between responses to noise-alone stimuli and $N_0 S_\pi$ stimuli than the dynamic range of ITD responses. There are two possible reasons that caused this difference. First, adding an out-of-phase tone introduces both ITDs and interaural levels differences (ILDs), but ILD sensitivity has not been previously considered. One solution may be to combine ITD and ILD sensitivities, but this is beyond the scope of the current study. Second, the dynamic range of ITD responses was calculated over the entire range of ITDs tested, but may be wider than the range of ITDs in $N_0 S_\pi$ stimuli. Some effort was done to match the range of ITDs in $N_0 S_\pi$ stimuli, but majority high-CF neurons in the study do not phase lock to the fine structure of high frequency stimuli. Thus, ITDs calculated for $N_0 S_\pi$ stimuli based on fine-structure would not be accurate, but there is also no previous knowledge about how to calculate the proper ITDs for $N_0 S_\pi$ stimuli for high-CF neurons. The role of IAC was also examined in this study and was shown to be important in understanding responses to $N_0 S_\pi$ stimuli. However, the role of IAC could be further explored by examining rate changes elicited with different level of IAC between $N_u$ noises at the two ears, and how these rate changes correlate with responses to $N_0 S_\pi$ stimuli.

4.3 Envelope-based modeling approach

Modeling is an important aspect in hearing research. A good model can not only simulate neural responses or human performance for one stimulus, but also helps to predict responses or performance for other stimuli. Dau, Puschel, and Kohlrausch (1996) developed an envelope-based model, but this model was stimulus-based and unable to
model responses of single neurons. Carney, Li, and McDonough (2015) presented a physiologically-realistic model, including stages of auditory nerve, cochlear nucleus, and the inferior colliculus (IC). The IC was represented by the same-frequency inhibition and excitation (SFIE) model, which can simulate an IC neuron with MTF. The AN-SFIE model is an implementation of the envelope-encoding strategy that was mentioned in the Introduction section: the envelope is preserved in the neural fluctuations of high-spontaneous-rate AN fiber, enhanced in the cochlear nucleus, and reflected in responses rate in the IC. The envelope-based hypothesis was tested in single-neuron responses, so it is interesting to test if the AN-SFIE model, which captures the sensitivity of IC neurons to envelope, can simulate IC neuron responses to other stimuli such as TIN. This work was done in addition to the thesis work and is appended after this chapter (Fan, Henry, & Carney, 2018; see appendix). Briefly, excitatory and inhibitory frequencies and the corresponding response latencies of each neuron were extracted from the second-order Wiener kernel that was estimated from responses to white noise. These parameters were used to fit the AN-SFIE model to predict responses to sinusoidal-amplitude-modulated (SAM) sounds, tone-in-GN stimuli, and white noise. Results show that this model could simulate neural rate responses to SAM sounds with both noise and tone carriers and tone-in-GN stimuli in many neurons, and the second-order Wiener kernel that was estimated from model responses was also similar to the kernel estimated from neural responses. The importance of this work is that envelope-based model can not only simulate responses to one type of stimulus, but also to other stimuli. These results suggested that if the characteristics of a neuron can be simulated with a model, this neuron's response to other stimuli that have not been recorded with is likely to be predicted by the model.
Additionally, modeling responses will help predict and understand population responses, as simultaneous single-neuron recordings for a large population of neurons are difficult.

4.4 Slope of interaural envelope differences

In the $N_0S_\pi$ condition, ITD sensitivity was shown to explain the direction of change in rate upon addition of a tone to a noise masker, but the maximum rate change upon addition of a dichotic tone was less correlated to ITD dynamic range than the rate difference due to interaural decorrelation. Thus, neural responses to $N_0S_\pi$ stimuli could be more than what ITD sensitivity predicts. Because adding a dichotic tone to noise introduces both ITDs and ILDs, combination of ITD and ILD sensitivity could improve the prediction. Although there has not been modeling study focusing on combining ITD and ILD cues in TIN studies, a previous modeling study for $N_0S_\pi$ stimuli showed that the slope of interaural envelope differences (SIED) is a nonlinear combination of ITD and ILD (Mao & Carney, 2014). The SIED is a cue based on binaural envelopes. As the name indicated, the SIED takes the difference between the slopes of stimulus envelope at the two ears. Preliminary results showed that many IC neurons are sensitive to SIED, but further studies are still needed to better understand this cue. If SIED could explain neural responses better than ITD, neural responses to both $N_0S_0$ and $N_0S_\pi$ stimuli in the IC may be explained by a concise model based on envelopes, which would be consistent with IC neural sensitivity to envelope that are not present at earlier auditory processing levels.
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Appendix: Challenging one model with many stimuli: simulating responses in the inferior colliculus
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A.1 Abstract

Existing models to explain human psychophysics or neural responses are typically designed for a specific stimulus type and often fail for other stimuli. The ultimate goal for a neural model is to simulate responses to many stimuli, which may provide better insights into neural mechanisms. We tested the ability of modified same-frequency inhibition-excitation models for inferior colliculus neurons to simulate individual neuron responses to both amplitude-modulated sounds and tone-in-noise stimuli. Modifications to the model were guided by receptive fields computed with 2nd-order Wiener kernel analysis. This approach successfully simulated many individual neurons’ responses to different types of stimuli. Other neurons suggest limitations and future directions for modeling efforts.
A.2 Introduction

The inferior colliculus (IC) is a critical center in the auditory system – all ascending pathways converge in the IC, en route to the thalamus and cortex (Cant & Oliver, 2018). Neurons in the IC are rate-tuned to sinusoidally amplitude-modulated (AM) sounds, as described by modulation transfer functions (MTFs, discharge rate vs. AM frequency). IC neurons with band-enhanced (BE) MTFs have increased rate when their neural inputs contain fluctuations near the best modulation frequency (BMF); those with band-suppressed (BS) MTFs have decreased rate for a range of fluctuation frequencies.

Adding a tone to narrowband Gaussian noise flattens the stimulus envelope (Richards & Nekrich, 1993), as reflected in peripheral responses (Carney, 2018). Therefore, in response to tone-in-noise (TIN) stimuli, band-enhanced IC neurons are expected to have decreasing response rate with addition of a tone, and band-suppressed IC neurons are expected to have increasing rate. These predicted changes in rate in response to TIN stimuli based on MTF types are consistent with neural responses of many BE and BS neurons, but not all (Fan & Carney, 2017). Computational models may provide insights into these complex neural responses.

Many existing models have been developed to explain human psychophysical results and responses of different auditory neurons. These models are usually based on a single stimulus type; however, in general the same neurons respond to many different stimulus types. Attempting to simulate neural responses to different stimulus types with one model will better explain how single neurons function and provide better population simulations in the future. This study was an initial step in this direction. The same-frequency inhibition-excitation (SFIE) model has previously been shown to simulate IC
responses to AM sounds at different modulation frequencies for both BE and BS MTF shapes (Carney, Li, & McDonough, 2015; Nelson & Carney, 2007). We generalized the SFIE model by varying the frequency tuning of neural inputs, input delays, and the number of inputs to match the response characteristics of single neurons. These modifications were guided by the neuron’s receptive field obtained from the Fourier transform of the 2nd-order Wiener kernel. Each neuron-specific model was then tested for its ability to simulate the neuron’s responses to AM stimuli, TIN stimuli, and white noise. For this initial study, the inputs to the model were provided by an AN model for cat (Zilany, Bruce, & Carney, 2014), as a detailed model for the rabbit periphery is not available.

A.3 Methods

A.3.1 Physiological methods

Extracellular recordings were made with tetrodes in the IC of awake Dutch-belted rabbits and sorted offline to isolate single units. The current study focused on twenty neurons for which the pattern of excitation and inhibition in the receptive field (RF) could be readily used to specify the model structure and parameters (see below).

Detailed physiological methods are described in Carney et al. (Carney, Zilany, Huang, Abrams, & Idrobo, 2014). Briefly, neural responses to pure tones from 250 Hz to 20 kHz were recorded to determine characteristic frequency (CF). Neural responses to sinusoidal AM noise and tones, TIN stimuli, and long-duration white noises were recorded. AM tones had carrier frequencies at CF, modulation frequencies from 2 to 350 Hz (for low CFs) or 1024 Hz (for high CF neurons) and were presented at 70 dB SPL. AM wideband noise (0.1-10 kHz) had modulation frequencies from 2 to 350 Hz and was presented at a
spectrum level of 30 dB SPL. All AM stimuli had 1-sec durations. TIN stimuli had a tone near CF and 1/3-octave bands of noise centered near CF, with 0.3-sec durations. Overall noise level for TIN stimuli varied from 35 to 75 dB SPL in 10-dB steps; tones were presented at signal-to-noise ratios (SNRs) ranging from -12 dB to 8 dB. White noises (0.1 – 20kHz) were 2-sec in duration, presented at 65 dB SPL.

Average discharge rates were computed for responses to AM sounds and TIN stimuli. Second-order Wiener kernels were calculated by multiplying the instantaneous spike rates and the outer product of time-reversed pre-spike stimulus segments [9] (Figure 1). The 1-D Fourier transform of the kernel provides an estimate of the neuron’s RF. Excitation and inhibition in the RF can be identified with singular value decomposition (Lewis, Henry, & Yamada, 2002). Smoothing and peak-finding algorithms were applied to determine the center frequency and latency of the excitation and inhibition. Second-order Wiener-kernel derived RFs are an alternative to spectrotemporal RFs (Eggermont, Aertsen, & Johannesma, 1983; Escabi & Schreiner, 2002).
Figure A.1: Calculation of the receptive field (RF) using the 2^{nd}-order Wiener kernel. The kernel was calculated by averaging the product of instantaneous spike rates with the outer product of pre-spike stimulus epochs. A 1-D Fourier transform yielded the RF. Singular-value decomposition (SVD) was used to identify excitation and inhibition in the RF (Lewis et al., 2002).

A.3.2 Modeling methods

The original SFIE model is comprised of a model of an auditory-nerve (AN) fiber (Zilany et al., 2014), brainstem (cochlear nucleus, CN) and IC neurons (Carney et al., 2015; Nelson & Carney, 2004). The CN model always receives excitatory and delayed inhibitory inputs from a single AN model and, therefore, has the same CF as the AN model. The IC neurons in the SFIE model have one excitatory and one delayed inhibitory input. Here, we generalized the SFIE model by removing restrictions on the CFs and numbers of excitatory and inhibitory inputs (Fig. 2). Relative timing between the first strong excitation frequency
(f_{exc1}) and other excitation or inhibition frequencies (f_{exc2}, f_{inh1} and in some cases f_{inh2}) were identified from the RF.

![Diagram](image)

Figure A.2: Illustration of generalized SFIE model. The auditory nerve (AN) model provides excitatory (red, thin line) and inhibitory (black, thick line, via an interneuron) inputs to the cochlear nucleus (CN) model. The CFs and number of excitatory and inhibitory inputs to the inferior colliculus (IC) are not limited, but for simplicity, this diagram includes only one of each. The band-enhanced (BE) IC neuron receives excitatory and inhibitory inputs from CN; the band-suppressed (BS) IC neuron receives excitatory input(s) from the CN and is inhibited by a BE neuron.

Latencies based on the RF were used for all modified IE models. Four variations of the model were considered: a) one excitatory and one inhibitory input with the same CF; b) one excitatory and one inhibitory input with different CFs, based on the RF; c) a second inhibitory input, with CF matched to the excitatory input, was added to b); and d) up to two excitatory and two inhibitory inputs with CFs selected based on the RF. Responses were also simulated with the original SFIE model as a reference. The strength of the inhibitory (str_{inh}) and second excitatory (str_{exc2}, when present) inputs to the IC were adjusted relative to the strongest excitatory input (str_{exc}) based on the number of excitatory and inhibitory...
inputs: for modifications a) and b), $\text{str}_{\text{inh}} = 1.3$; for c), $\text{str}_{\text{inh}} = 0.8$ (both inhibitory inputs); for d), $\text{str}_{\text{exc}} = 1$, $\text{str}_{\text{inh}} = 1.3$ when two excitatory and inhibitory inputs were used; $\text{str}_{\text{exc1}} = 1$, $\text{str}_{\text{exc2}} = 0.8$, $\text{str}_{\text{inh}} = 2.2$ for two excitatory and inhibitory inputs; $\text{str}_{\text{inh}} = 0.8$ for one excitatory and two inhibitory inputs. Note that once the parameters for a given model were selected, the model was fixed to simulate responses to all stimulus types.

White noises used for simulations had the same statistics and parameters as in the neural recordings. AM sounds and TIN stimuli for simulations were identical to those used for recordings, except that sound levels of all stimuli used as model inputs were reduced by 10 dB, because the models were slightly more sensitive than the neurons. Model performance was evaluated using Pearson correlations between model and neural MTFs and TIN responses. For TIN, correlation coefficients were calculated for each overall noise level. Internal noise was contributed by the random variations in the AN model responses; no additional internal noise was added.

A.4 Results

Figure 3 a-d shows an IC neuron with a band-enhanced MTF. The neuron’s TIN responses decreased with increasing SNRs, consistent with the prediction based on MTF type. Model results (modification b) are shown in Figure 3 e-h. Excitatory and inhibitory frequencies used in the model were 2083 Hz and 1833 Hz, respectively; the inhibitory input was delayed by 2.3 ms. Simulations for both MTFs and TIN stimuli followed the trends in neural responses. The correlation between MTF data and simulation was significant for noise carrier ($r = 0.68$, $p < 0.001$) and tone carrier ($r = 0.19$, $p = 0.19$). For TIN stimuli, correlation coefficients were calculated for each noise level. Correlation coefficients for five overall noise levels (from low to high) were: 0.82, 0.96, 0.90, 0.51, 0.65;
p values were 0.01, <0.001, 0.04, 0.12, 0.058, respectively. Correlations were significant for all datasets except the TIN responses at the two highest noise levels. The model receptive field (RF) had excitatory and inhibitory regions that were similar to the neural RF (Figure 3 d and h).
Figure A.3: Example of a band-enhanced IC neuron. MTFs (rate vs. modulation frequency) for a) noise and b) tone carriers; errorbars show standard deviation. c) Neural responses to TIN stimuli (rate vs. SNR) for several noise levels. d) Receptive field (time reversed) calculated with the 2nd-order Wiener-kernel analysis – the center of excitation and inhibition used in modified models are marked by black dots; e) to h): simulations with modified IE model for the same stimuli as in a) - d).
Figure 4 shows an IC neuron with band-suppressed MTF for both noise and tone carriers (a and b). The neuron’s TIN response rates increased with increasing SNRs, consistent with the prediction for this MTF type. Model results (modification c, one excitation and two inhibitions) are shown in Figure 4 e-h. The excitation CF was 800 Hz; one inhibition at 800 Hz and one at 960 Hz were used. Both inhibitory delays were 4 ms. Simulations of this neuron’s MTFs successfully replicated both the shape and the lowest point in the band-suppressed MTF. The correlations between MTF data and simulations were significant for both noise carrier ($r = 0.77, p < 0.001$) and tone carrier ($r = 0.82, p < 0.001$). For TIN stimuli, correlation coefficients for five overall noise levels (from low to high) were: -0.37, 0.91, 0.84, 0.46, 0.96; $p$ values were 0.80, 0.002, 0.008, 0.15, <0.001, respectively. The model RF had similar excitatory and inhibitory frequencies as the neural RF, but missed some details. For example, the frequency range of excitation and inhibition were much wider in the neural RF than in the model RF. The simulated 2nd-order Wiener kernel had inhibition at frequencies higher than the excitation, possibly due to high-frequency suppression in the model AN responses. In this example neuron, the simulated kernel also had excitation at frequencies higher than the inhibition. This pattern was possibly related to the model structure: band-suppressed MTFs were the result of inhibition from a band-enhanced neuron (Fig. 2); therefore, inhibition of the BE neuron facilitated responses of the BS neuron.
To determine whether modification significantly improved model performance, a paired t-test was performed between the results of the SFIE model and results of each of the modified models for each stimulus type. For the TIN stimuli, the average correlation coefficient across five noise levels was used in the test. None of the modified models had
significantly higher predictive value than the original SFIE model for any stimulus type. Thus, the performance of the general model structure was relatively robust, and it was not strongly influenced by fine-tuning the model parameters based on the RF of an individual neuron. Because internal noise was included in the AN model, correlations between model and neural responses varied slightly across simulations and models. The percentage of simulations that were significantly correlated to multiple responses was calculated based on average results of two rounds of simulations with the five models described above. Model responses were significantly correlated to a single neuron’s response to at least one type of MTF (with tone or noise carrier, or both) and at least three noise levels for TIN in 42.7% of cases. Model responses were significantly correlated to both types of MTF and at least three TIN levels in 17.4% of cases.

**A.5 Discussion**

An SFIE-type model with fixed parameters can simulate a single neuron’s responses to different stimulus types, for IC neurons with both band-enhanced and band-suppressed MTFs. The shape and best-modulation frequency of the MTF could be replicated for many neurons in the current study. In response to tone-in-noise stimuli, trends in the modeled responses with increasing tone level at different overall noise levels agreed with the neural responses for many neurons. For responses to white noise, the general pattern of excitation and inhibition was simulated, but discrepancies between the simulated and neural responses require further study.

Although the SFIE model was originally developed to understand modulation tuning in IC neurons, there were some neurons for which the MTFs were not successfully simulated. This discrepancy might be due to differences between the frequency and
latency picked from the receptive field and the set of values used to describe the standard BE MTFs in the original SFIE model. Large changes in these parameters may not be compatible with the simple structure of the SFIE model; for example, large changes in the latency of inhibition can result in discontinuities in the SFIE model’s impulse response.

In response to TIN stimuli, simulated rates decreased more strongly with increasing overall noise level than was observed in IC BE neurons. This decrease in rate in response to TIN stimuli is influenced by saturation of the inner hair cell in the AN model (Carney, 2018), thus differences between simulated and neural responses may be due to differences between AN model properties and the rabbit AN responses (see below).

Failure to predict some neural responses could be due to limitations in interpreting patterns of the receptive field. We used the centers of the excitation and inhibition RF areas to specify the frequency and latency of model inputs. However, in many cases, the excitation and inhibition spanned a wider frequency range in the RF, which may reflect wider tuning in the rabbit periphery in comparison to the cat tuning in the AN model. Whether the bandwidth of peripheral filters plays a role in these modeling results could be tested in the future using an AN model adapted to the rabbit. Also, 2nd-order Wiener kernel analysis only shows the “net” excitation or inhibition at one frequency and time. Therefore, the frequency and timing parameters estimated from the RF for use in the SFIE models may not be accurate estimates of the underlying excitatory and inhibitory response components.

Patterns of excitation and inhibition in the RF can be complicated. In most neural RFs, excitation has a shorter latency than inhibition. However, in a small number of neurons that were not included in this study, the latency of the inhibition was shorter than
that of excitation. Simply reversing the order of the excitation and inhibition in the models used here did not yield successful simulations of these neurons. Other neurons (not included) had RFs with several excitatory and inhibitory bands from which model parameters were not easily specified. The complex patterns in the RFs provide a strong challenge for simplified neural models of the type used here.

Our results also show that the SFIE model without modifications performed approximately as well as the modified models. Thus, although the SFIE model performance was relatively robust, it was not sensitive to changes in the input frequencies and latencies based on the RF that were hypothesized to improve simulations. Alternative models that combine excitation and inhibition should be explored in the future, including coincidence detectors that receive excitatory and inhibitory inputs (Krips & Furst, 2009).
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