Predictions of formant-frequency discrimination in noise based on model auditory-nerve responses
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To better understand how the auditory system extracts speech signals in the presence of noise, discrimination thresholds for the second formant frequency were predicted with simulations of auditory-nerve responses. These predictions employed either average-rate information or combined rate and timing information, and either populations of model fibers tuned across a wide range of frequencies or a subset of fibers tuned to a restricted frequency range. In general, combined temporal and rate information for a small population of model fibers tuned near the formant frequency was most successful in replicating the trends reported in behavioral data for formant-frequency discrimination. To explore the nature of the temporal information that contributed to these results, predictions based on model auditory-nerve responses were compared to predictions based on the average rates of a population of cross-frequency coincidence detectors. These comparisons suggested that average response rate (count) of cross-frequency coincidence detectors did not effectively extract important temporal information from the auditory-nerve population response. Thus, the relative timing of action potentials across auditory-nerve fibers tuned to different frequencies was not the aspect of the temporal information that produced the trends in formant-frequency discrimination thresholds. © 2006 Acoustical Society of America
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I. INTRODUCTION

The auditory system has a remarkable ability to extract speech information in the presence of noise. The study presented here was intended to improve our understanding of signal-processing and encoding mechanisms in the peripheral auditory system. Formant-frequency discrimination in background noise was studied using simulations of cat model auditory-nerve (AN) responses, and predictions of discrimination performance based on the AN model responses were compared to behavioral data in cat (Hienz et al., 1998). Analyses of the AN model responses were based on either the information present in the discharge rate alone or on the combined information in both the rate and timing of AN discharges. In addition, one simple neural mechanism for decoding temporal information, coincidence detection, was investigated to determine whether cross-frequency coincidences of AN discharges contributed to the temporal encoding of formant frequencies.

Human thresholds for frequency discrimination of the second formant (F2) have been reported in the range of 1%–5% (Flanagan, 1955) to 6.8% (Mermelstein, 1978) in earlier studies, and as low as 1.9% (Hawks, 1994) and 1%–2% (Kewley-Port and Watson, 1994; Kewley-Port et al., 1996) in more recent studies. The latter studies included highly trained listeners in paradigms with low stimulus uncertainty. These thresholds are roughly an order of magnitude higher than pure-tone frequency discrimination thresholds; the pure-tone frequency discrimination threshold for a tone in the F2 frequency region (e.g., 2000 Hz) is 3.2 Hz (0.16%) (Wier et al., 1977). However, formant-frequency discrimination differs fundamentally from pure-tone frequency discrimination. Changes in the formant frequency are not associated with changes in the frequencies of the harmonics, but rather with a pattern of level changes distributed across the harmonic frequencies in the region of the formant peak (Fig. 1). Thus, understanding formant-frequency discrimination presumably requires an understanding of how the combined changes in the amplitudes of the harmonics associated with changes of the spectral envelope’s center frequency affect the response patterns of the auditory periphery.

Quantitative tools are available for predicting behavioral thresholds based on the responses of AN fibers. Siebert (1965, 1968) developed a strategy for predicting limits of level discrimination for pure tones based on a very simple description of the auditory periphery. Heinz et al. (2001a) extended Siebert’s approach to allow the use of recent computational models for AN responses. Since both approaches
include analyzing population responses and combining information across fibers tuned to different frequencies, they provide appropriate tools to study formant-frequency encoding. Furthermore, Hienz (2000) developed a computational strategy for predicting psychophysical performance on tasks that involve tones in noise maskers. We have applied and extended his strategies in this study of formant-frequency discrimination of vowels in quiet and in the presence of noise maskers.

Understanding speech coding in the presence of masking noise is a real challenge for both physiologists and physiologists. A central question in this puzzle is what aspects of AN responses convey information about complex sounds to the central nervous system. Most studies of speech sounds, including studies of speech recognition, focus on spectral energy, and the most straightforward coding strategy for energy is typically assumed to be average discharge rate. However, intense noise maskers and the relatively high levels of harmonics near formant peaks tend to dominate the rates of AN fibers, reducing the sensitivity of rate to small changes in the levels of neighboring harmonics. Hienz et al. (1996) concluded that behavioral results in cat for vowel discrimination in the presence of high-level maskers could not be explained by the rates of high-spontaneous-rate (HSR) AN fibers, which are severely degraded in this stimulus condition (Sachs and Young, 1979; Delgutte and Kiang, 1984b; Sachs et al., 1983). Although low-spontaneous-rate (LSR) fibers may provide a wider dynamic range based on rate, it is clear from our results that there is ample information in the timing of small populations of HSR fibers to explain the behavioral results. The importance of the temporal responses of small populations of fibers tuned near the frequency of interest is consistent with previous studies (Young and Sachs, 1979; Sachs et al., 1983; Delgutte and Kiang, 1984a, b; Miller et al., 1987; Tan and Carney, 2005).

One concern is that quantitative predictions of psycho-physical performance based on physiological responses often require comparisons across species. Most knowledge of AN responses is based on the cat, whereas most psychophysical knowledge of vowel discrimination is based on studies with human listeners. In the case of formant-frequency discrimination, however, behavioral results in the cat (Hienz et al., 1998) can be used to directly compare predictions based on cat model AN responses to psychophysical results for F2 discrimination. Hienz et al. (1998) measured behavioral formant-frequency discrimination thresholds in cat, for both vowels in quiet and with noise maskers at various signal-to-noise ratios. Their results show that formant-frequency discrimination thresholds of cat at low and medium noise levels [signal-to-noise ratios (SNRs) of 23 and 13 dB, respectively] are similar to the threshold measured in quiet (approximately 2.5% of the F2 frequency), whereas the threshold in the presence of a high noise level (SNR of 3 dB) is significantly elevated (approximately 5.8%). In human listeners, a similar trend in thresholds is seen as a function of SNR, with thresholds increasing very gradually for high SNRs and then increasing more significantly at low SNRs (Liu and Kewley-Port, 2004).

In the current study, the Hienz et al. (1998) formant-frequency discrimination task was simulated using a population of cat AN model fibers (Tan and Carney, 2003). This AN model was used in a previous study (Tan and Carney, 2005) of a related but simpler task involving center-frequency discrimination for harmonic complexes (Lyzenga and Horst, 1995). In the previous study, the prediction methods assumed that an ideal central processor used detailed knowledge of the AN population response pattern for each waveform. However, this assumption is not realistic when a random noise masker is included in the stimulus, because knowledge of the details of the noise response allows an ideal processor to perform at extremely low thresholds (this issue is discussed further below). The study presented here represents an application of the approach of Heinz (2000) and Heinz et al. (2002), in which it was assumed that the central processor only has knowledge of the averaged response patterns to the stimuli that include noise (i.e., the AN model response was averaged across an ensemble of stimuli that included different tokens of random noise maskers).

Given the result that temporal information is sufficient to explain behavioral performance for formant-frequency discrimination, it is interesting to explore what aspects of the temporal responses are most important, and what neural mechanisms might be used to extract them. In this study, predictions for formant-frequency discrimination thresholds were also made using a coincidence-detection mechanism, which has achieved some success in predicting psychophysical thresholds for tone detection in noise (Carney et al., 2002). The best predictions in the current study utilized both average-rate and timing information of a relatively small population of model auditory-nerve fibers tuned near the formant frequency. Predictions based on the average rates of cross-frequency coincidence detectors were not as successful as predictions based directly on temporal responses of model AN fibers or as predictions based on the timing of the responses of coincidence detectors. This comparison suggests that the relative timing of AN responses tuned to different frequencies was not the critical temporal aspect in the peripheral responses for the formant-frequency discrimination task.
II. METHODS

A. Stimuli

Vowel stimuli were based on those used in Hienz et al. (1998): the synthetic vowel /el/ was produced by a cascade Klatt Speech Synthesizer (Klatt, 1980) with a sampling rate of 10 kHz. The fundamental frequency of the vowel was 100 Hz. The first, third, fourth, and fifth formant frequencies of the synthesized speech signals were fixed at 500, 2500, 3300, and 3750 Hz, respectively. The second formant frequency varied between 1700 and 1900 Hz. Figure 1 shows the spectral envelopes of two sample vowels with different second-formant frequencies: 1700 Hz (solid line) and 1800 Hz (dashed line). The discrimination threshold was computed for changes in the second formant frequency from the standard frequency of 1700 Hz based on the response pattern of the AN model fibers, as described below. The vowels were 250 ms in duration, with rise/fall times of 20 ms. Sound pressure levels of the synthetic vowels were computed on the basis of the total power in the first 30 harmonics (100 Hz to 3 kHz). Results are presented in two level ranges; vowel levels were randomly varied (roved) over a range of 10 dB (±5 dB, in 1-dB increments) around 50 dB and 70 dB SPL rms. These levels and rove ranges were chosen to match the stimulus conditions used in the Hienz et al. (1998) behavioral study.

Noise maskers were added to the vowels to create stimuli with three different signal-to-noise ratios: 23, 13, and 3 dB SNR, selected to match the Hienz et al. (1998) experiments. The masking noise had a flat spectrum; signal-to-noise ratios for vowels in background noise were computed based on the total noise power up to 3 kHz, and noise levels were varied with respect to the vowel level to adjust the SNR. The overall levels of the noise masker and vowel were roved while maintaining the SNR at the indicated value for each condition.

B. AN model

The Tan and Carney (2003) AN model was used for all simulations presented here. The time-varying rate function of the AN model response was used for all calculations; individual action potentials were not simulated. The time-varying rate function is proportional to the probability of AN discharges throughout the timecourse of the stimulus waveform. Its name derives from the fact that it represents the time-varying average arrival rate for a nonhomogenous Poisson process that describes the AN response. The units of the rate function are spikes/s, and it can be thought of as a prediction of the peri-stimulus-time (PST) histogram of an AN fiber.

Characteristic frequencies (CFs, the frequency to which a model AN fiber is most sensitive) were evenly distributed on a log frequency scale. To study second formant frequency encoding, CFs from 1200 to 2500 Hz were included, representing 3.1 mm along the cochlear frequency map in cat (Liberman, 1982). Based on Keithley and Schreiber’s (1987) measurement of the frequency map of the spiral ganglion in cat, this population of CFs comprised approximately 2000 neurons/mm × 3.1 mm, for a total of 6200 AN fibers.

Approximately 61% of the total AN population are HSR fibers (Liberman, 1978). Because our AN model only applies to HSR fibers, only 61% of the AN population was included in our threshold predictions. Therefore, 3782 (0.61 × 6200) model AN fibers with CFs logarithmically distributed from 1200 to 2500 Hz were used in these simulations. Fifty CFs were simulated; therefore, 76 AN fibers represented each CF channel for a total of 3782 fibers.

C. Threshold predictions based on AN model responses

Predictions of formant-frequency-discrimination thresholds were computed from AN model responses using techniques introduced to our field by Siebert (1965, 1968, 1970). His approach was to determine the threshold of an optimal detector based on observations (i.e., AN discharge patterns) that included the randomness associated with a Poisson process. The randomness was assumed to describe the variability in AN responses. Siebert’s studies focused on frequency and level discrimination of pure tones in quiet; however, Heinz (2000) extended this approach to study tone detection in the presence of a masker noise.

It is not realistic to assume that an ideal central processor takes advantage of every detail of the response to every waveform when the stimulus includes random noise. For example, a subtle aspect of a vowel-plus-noise waveform might change when the formant frequency is slightly shifted. An ideal processor can take advantage of such subtle changes because it can directly compare the response to the noise plus a vowel with the standard formant frequency with the response to the same noise waveform plus the vowel with the shifted formant frequency. Realistically, the randomness of the noise waveforms, and their variation from trial to trial, precludes the use of subtle details of these waveforms in behavioral experiments. To better model the experimental situation, a suboptimal processor can be considered, such that detailed knowledge of each masker waveform is not available to the processor. Heinz (2000, see also Heinz et al., 2002) used this approach to explore psychophysical performance limits for detection of tones in the presence of random noise by assuming that the central processor uses knowledge of the expected response to a given type of masker, rather than knowledge of the responses to individual noise waveforms on each trial. In other words, the central processor uses the expected response pattern (the averaged response to an ensemble of waveforms that include random noises) as the a priori information for each trial.

In this study, we adopted Heinz’s (2000) approach and extended it to include the stimulus variations associated with the roving-level paradigm. Thus, the suboptimal detector used a priori information that was based on the expected response to an ensemble of stimuli that included several noise masker waveforms and a range of vowel and masker levels. In particular, the suboptimal detector’s decision was based on the comparison of the model AN response to a particular vowel-plus-noise stimulus with a priori information consisting of averaged model AN responses to 220 different stimuli. Responses to vowels were simulated for 20
noise masker waveforms at 11 different levels (±5 dB in 1-dB increments).

A straightforward decision variable based on observations of the AN model population response is an equally weighted combination of the decision variables based on single AN model responses, i.e.,

$$Y(\tau) = \sum_{i=1}^{M} Y_i(\tau),$$

(1)

where $Y_i(\tau)$ is the decision variable based on the observation of the set of AN discharge times, $\tau$, of the $i$th fiber’s response pattern, and $M$ is equal to 3782, the total number of fibers in the population. Thus, AN model fibers with relatively large changes in their responses as formant frequency is varied, and thus large changes in their decision variables [i.e., large changes in $Y_i(\tau)$], contribute more to the changes in the total value of the decision variable $Y(\tau)$.

In Heinz (2000, Eq. 5.1), the sensitivity index $Q$ for the central processor is defined by

$$Q(f, f + \Delta f) = \frac{\{E_w, \tau[Y(\tau)|f + \Delta f] - E_w, \tau[Y(\tau)|f]\}^2}{\text{Var}_{w, \tau}[Y(\tau)|f]},$$

(2)

where $E_w, \tau[Y(\tau)|f + \Delta f]$ and $E_w, \tau[Y(\tau)|f]$ are the expected values of the decision variable used by the central processor across an ensemble of waveforms, $w$, and across the set of AN discharge times, $\tau$, with and without the formant-frequency shift ($\Delta f$). The ensemble of waveforms for the current study includes the set of different vowel plus noise levels, including all of the different random masker tokens, that were included to simulate the roving-level paradigm. $\text{Var}_{w, \tau}[Y(\tau)|f]$ is the variance of the decision variable due to both the random noise of the masker waveform (external noise) and the randomness of the AN discharges (internal noise), which was assumed to be described by Poisson statistics. Note that the metric $Q$ is very similar to the commonly used measure of sensitivity, $d'$. (The two measures are equivalent in the case of Gaussian distributions with equal variance.) It is convenient to work with the normalized sensitivity squared, given by

$$[\bar{\delta}(f)]^2 = \frac{Q(f, f + \Delta f)}{(\Delta f)^2}.$$  

(3)

Combining Eqs. (1)–(3) and using the description of sensitivity based on a single AN fiber rate function [e.g., Siebert (1970); see Heinz et al. (2001a) for derivation], the normalized sensitivity squared for the AN model population is [Eq. 5.34 in Heinz (2000)]

$$[\bar{\delta}(f)]^2 = \frac{\{\sum_{i=1}^{M} \int_0^T [1/r_i(t)|f]\bar{r}_i(t)|f\}^2 dt}{\{\sum_{i=1}^{M} \int_0^T [1/r_i(t)|f]\|\bar{r}_i(t)|f\|^2 dt + \text{Var}_w(\sum_{i=1}^{M} \int_0^T [\bar{r}_i(t)|f]\bar{r}_i(t)|f\ar r_i(t)|f,w\) dt]}$$

(4)

where $M$ is the total number of fibers in the population; $r_i(t)|f,w)$ is the response of the $i$th AN model fiber to the $w$th vowel-plus-masker with the second formant frequency, $f$. $T$ is the duration of the stimulus waveform. The partial derivative of the rate function with respect to second formant frequency is indicated by a dot over the symbol, e.g., $\dot{r}_i(t)|f).$ The overbar, e.g., $\bar{r}_i(t)|f)$, indicates the averaged response of the $i$th model fiber across an ensemble of different masker waveforms and across a set of vowel and masker levels (for the roving-level paradigm), i.e., $\bar{r}_i(t)|f) = E_w[r_i(t)|f,w)],$ and $\bar{r}_i(t)|f) = E_w[r_i(t)|f,w)] = E_w[\dot{r}_i(t)|f,w)]/df$] is the averaged partial derivative of the response of the $i$th fiber. The partial derivative was estimated computationally as the difference between the rate functions in response to two slightly different second formant frequencies, divided by the difference between the formant frequencies. (A formant-frequency difference of 1 Hz was used in these calculations.) In the simulations presented here, an ensemble of 220 noise tokens (20 different noises at each of 11 SPLs within the rove range) was used to estimate the expected responses of the AN fibers to the vowel plus noise stimuli.

The complete derivation of Eq. (4) is rather extensive (see Chap. 5 of Heinz, 2000); however, it is possible to provide some intuitive explanation for the equation’s form. The numerator of Eq. (4) is proportional to the change in the AN fiber’s rate for small changes in formant frequency; thus, a larger partial derivative of the rate function with respect to formant frequency leads to higher sensitivity. The final sensitivity, though, depends not only on changes in the decision variable but also on its variance [see Eq. (2)]. The denominator in Eq. (4) thus represents the total variance of the decision variable; the first term in the denominator of Eq. (4) corresponds to the variance due to the Poisson randomness of the AN discharges (internal noise), and the second term corresponds to the variance introduced by the random noise maskers that vary across waveforms (external noise).

Finally, the relationship between the central processor’s sensitivity and behaviorally measured thresholds must be established to compare model predictions to behavioral results. The form of the equation for $Q$ [see Eq. (2)] is equivalent to
that for the square of the commonly used sensitivity index, \(d'\). A conventional value of the sensitivity index associated with threshold (e.g., in a two-alternative forced-choice experiment) is \(d' = 1\), or equivalently \(Q=1\). By setting \(Q\) equal to 1 in Eq. (3), the threshold, or just-noticeable difference (jnd), for the formant frequency can be identified. The model threshold corresponding to \(Q(f, f + \Delta f_{\text{jnd}}) = 1\) is

\[
\Delta f_{\text{AN}} = \frac{1}{\delta'(f)}.
\]

This model threshold can then be directly compared to psychophysical thresholds for discrimination of formant frequency.

The above equations included both the rate and temporal information from observations of AN responses. Predictions can also be computed with only the average-rate information of the AN responses by assuming that the central processor knows only the number of discharges for each trial. In this case, the response of the \(i\)th fiber was assumed to be a stationary Poisson process with an average discharge rate of \(R_i(f, w)\). The predicted performance based only on the information in the average response rate of the AN model fibers is given by [Eq. 5.36 in Heinz (2000)]:

\[
[\delta'(f)]^2 = \frac{\{\sum_{i=1}^{M} (\bar{R}_i(f)) \times T\}^2}{\{\sum_{i=1}^{M} (\bar{R}_i(f))^2 \times T + \text{Var}_{\text{w}}(\sum_{i=1}^{M} \bar{R}_i(f)) \times R_i(f, w) \times T)\}.
\]

The form of Eq. (6) is the same as that of Eq. (4), except that the time-varying rate functions have been replaced by average rates. The model threshold obtained with only average rate information was computed using Eqs. (5) and (6), and this model threshold was then directly compared to psychophysical thresholds.

**D. Threshold predictions based on coincidence detection**

Cross-frequency coincidence detection has been proposed as a mechanism to detect temporal cues encoded in sound stimuli (Heinz et al., 2001b; Carney et al., 2002; Colburn et al., 2003). It has been shown that cross-fiber coincidence counts do not successfully predict trends in psychophysical thresholds for discriminating the center frequency of harmonic complexes (Tan, 2003). However, the coincidence-detection mechanism has been reported to successfully predict psychophysical thresholds for detection of tones in the presence of background noise (Carney et al., 2002). Thus the ability of the coincidence-detection mechanism to discriminate formant frequencies in the presence of a noise masker was quantitatively evaluated here.

For simplicity, the outputs of the coincidence detectors were assumed to be independent nonstationary Poisson processes. The quantification methods were adapted from those used for the AN model fiber predictions [Eq. (4)], except that the total sensitivity was accumulated over the population of coincidence detectors instead of the population of AN model fibers:

\[
[\delta'(f)]^2 = \frac{\{\sum_i \sum_j \int_0^T \[\bar{C}_{ij}(f) \times \bar{C}_{ij}(f)]^2 dt\}^2}{\{\sum_i \sum_j \int_0^T \[\bar{C}_{ij}(f) \times \bar{C}_{ij}(f)]^2 dt + \text{Var}_{\text{w}}(\sum_i \sum_j \int_0^T \bar{C}_{ij}(f) \times \bar{C}_{ij}(f)] C_{ij}(f, w) dt)\}.
\]

\(C_{ij}(f, w) = \sum_{k=1}^{K_i} \sum_{k'=1}^{K_j} F(t_i - t_{j, w})\) describes the coincidence detector that receives the responses to waveform \(w\) of the \(i\)th and the \(j\)th AN model fibers, where \(F\) is a brief (e.g., 20 µs) rectangular coincidence window with unity height. \(K_i\) and \(K_j\) are the total number of discharges on the \(i\)th and \(j\)th model fibers. As above, the partial derivatives with respect to the second formant frequency are indicated by dots in Eq. (7), and averages across different vowel-plus-masker waveforms and levels (for the roving-level paradigm) are indicated by overbars. The time-varying rate function of each coincidence detector [\(C_{ij}(f)\)] was estimated based on the products of the time-varying rate functions of the convergent model AN fibers (Colburn, 1969, 1977; Heinz et al., 2001b). The product of the rate function and the time step used in the simulations is equal to the probability of a discharge within a time step, and the
probability of a response in the coincidence detector is the product of the response probabilities of its two inputs, thus

\[
C(i) = \frac{p_j(i)}{\Delta t} = \frac{p_j(t)p_j(t)}{\Delta t} = \frac{r_j(t)\Delta r}{\Delta t} = r_j(t)r_j(t)/\Delta t,
\]

where \(p(t)\) is the time-varying probability of discharge, \(C(t)\) and \(r(t)\) are time-varying rate functions, and \(\Delta t\) is the time step used in the simulation. (Note that these time-varying functions are actually implemented in discrete time, but are shown as continuous-time functions for simplicity.)

The population of coincidence detectors consisted of model cells that received all pairwise combinations of the range of model AN CFs used in the simulation. In this study, each AN fiber innervated a single coincidence detector and the response of each model coincidence detector was simulated using one pair of model AN fibers. Thus the 3782 HSR AN fibers with CFs in the frequency range of interest innervated 1891 coincidence detectors. As stated above, the responses of these 3782 AN fibers were simulated by AN models of 50 different CFs, and these 50 AN models resulted in \((50+50)/2=1275\) distinct pairwise CF combinations as the inputs to the model coincidence detectors. This expression excludes the redundant pairwise combinations of AN CFs but retains coincidence detectors with same-CF inputs. Each of these simulated CF combinations represented about one or two coincidence detectors (1891/1275 = 1.5).

Formant-frequency-discrimination thresholds were predicted by using the rate-plus-timing information in the responses of coincidence detectors and by using only the rate information in these responses. For the rate-only predictions, coincidence-detector counts were analyzed in a manner similar to that used for the AN responses [see Eq. (6)]. The interpretation of the coincidence-detection predictions was as follows: Coincidence detectors are driven by temporal coincidences across fibers. If this form of the temporal information in the AN responses was most important for encoding formant frequencies, then the counts (or rate) of the model coincidence-detector cells should be as successful as the AN rate-plus-timing predictions in explaining the behavioral results. Thus, if the coincidence-detectors counts are not as successful as the AN rate-plus-timing predictions, then the coincidence detectors are not extracting the temporal information that is critical for explaining the thresholds. Predictions based on both rate and timing of the coincidence detectors illustrate the extent to which timing information is preserved (but not “extracted” into response rates) by these model cells.

III. RESULTS

Figure 2 illustrates model and behavioral thresholds as a function of SNR. The goal of this work was to model the trends in performance, not absolute threshold values. Thresholds for optimal detectors are often significantly lower than empirical thresholds, but if the correct trends across different stimulus conditions are observed, then straightforward methods can be used to elevate the thresholds to match the data (e.g., by making the model less optimal). However, if a model predicts thresholds that are either higher than observed thresholds or have incorrect trends across conditions, then that model can be eliminated.

Cat performance (thick line in Fig. 2, from Hienz et al., 1998) shows similar thresholds in quiet, in low-level noise, and in medium-level noise (the curve is almost flat), and the threshold in high-level noise is about twice as high as for the other noise levels. In contrast, the model’s predicted thresholds based on the average response rate of the AN model fibers (squares) increased progressively as noise level increased across the entire range of noise levels tested. Performance based on both average rate and timing information of the AN model fibers (circles, based on all the model fibers with CFs between 1200 and 2500 Hz) also showed an increasing trend in thresholds across all noise levels. However, the predicted thresholds based on a single frequency channel (diamonds, the set of AN fibers with CF equal to 1720 Hz) were similar for quiet and for low and medium noise levels, and then increased for the high noise level, in agreement with the cat performance. This improved similarity between performance predicted by the responses of a subset of AN model fibers and psychophysical data is consistent with previous studies (Young and Sachs, 1979; Delgutte and Kiang, 1984a, b; Miller et al., 1987; Tan and Carney, 2005).

The threshold predictions shown in Fig. 2 were made using the roving-level paradigm used by Hienz et al. (1998) for the behavioral tests. Model thresholds were also estimated using fixed-level stimuli to investigate the influence of
the rove on model predictions (not shown). As expected, thresholds based on rate were most affected by the rove for vowels in quiet (thresholds were increased by about 150% due to the rove), and the elevation of threshold due to the rove dropped to about 10% for the lowest SNR studied (3 dB) for both 50 and 70 dB SPL vowels. Model thresholds based on both rate and timing were relatively unaffected by the rove; thresholds were elevated by approximately 1% or less for all SNRs for predictions based on the AN population, and by less than 1% for predictions based on the subset of fibers tuned near the formant frequency for the 50-dB vowels. The effect of the rove was slightly larger for the 70-dB vowels up to 2% threshold elevation for vowels in quiet based on rate and timing of the subset of model fibers.

The sensitivity of each AN model fiber for predictions made with average-rate information was calculated by evaluating Eq. (6) for individual CF channels (i.e., sensitivity was computed separately for each of the 50 different AN model CFs) and examining the results across CF [Figs. 3(a) and 3(b)]. (Note that Fig. 3 illustrates how sensitivity varies as a function of CF, but the actual contributions of the individual channels to the sensitivity predicted with the population response [Fig. 2; Eq. (4)] also depend upon the combined variance computed from the responses of all the included AN channels, i.e., the second term in the denominator of Eq. (4)).

In general, Fig. 3 illustrates that sensitivity decreased quickly as the noise level increased, although there was a smaller difference between the sensitivities in quiet and low-level noise.

The drop in sensitivity for model responses based on rate at CFs around 1700 Hz [Figs. 3(a) and 3(d)] was due to the greater sensitivity of AN rates to changes in energy on the skirts of their tuning curves as compared to the peaks, where rates begin to saturate at mid to high stimulus levels (e.g., Whitfield, 1967; Siebert, 1968). The response rates for CFs tuned near the formant frequency are relatively high, as expected [Figs. 4(a) and 4(c)]; however, the changes in rate for fibers tuned near the formant peak as formant frequency is varied are relatively small [Figs. 4(b) and 4(d)]. The largest changes in rate for small changes in formant frequency occur for fibers tuned 100–200 Hz below or above the formant frequency [Figs. 4(b) and 4(d)]; therefore, these fibers contribute the most average-rate information [Figs. 3(a) and 3(d)]. The rates near the formant frequency are not com-
pletely saturated (i.e., rates for CFs near the formant frequency are higher in response to the 70-dB SPL vowel than in response to the 50-dB SPL vowel); however, the decreasing slope of AN rate-level functions as level increases toward saturation means that the sensitivity of these fibers decreases as level increases. In addition to this effect of saturation on fibers stimulated by the higher levels near formant peaks, the higher rates of these fibers are associated with higher variance, which also limits the sensitivity of the average discharge rate (Colburn et al., 2003).

The sensitivity of each AN model fiber when using both average rate and timing information at each signal-to-noise ratio is shown in Figs. 3(b) and 3(e) and is found by computing the sensitivity using Eq. (4) for each CF channel. The sensitivity of the AN model fibers near F2 (1700 Hz) was always higher than that of other model fibers at each noise level. The sensitivity curve was wider in quiet (bold line) or in low-level noise (thin line) than in high-level noise (diamonds). The change in width of the relative sensitivity plots is made clearer by showing results normalized to the peak sensitivity [Figs. 3(c) and 3(f)]. The responses of the model AN fibers with CFs away from F2 were increasingly dominated by the masker noise as noise level increased [see Figs. 4(a) and 4(c)]. This result is consistent with the suggestion that when the whole population of AN model fibers was used in the predictions, more fibers contributed significantly in quiet or at low noise levels than at high noise levels (Miller et al., 1987).

Figure 5 shows predicted thresholds based on the coincidence-detection mechanism [Eq. (7)] at various SNRs. Stimulus (combination of vowel and noise) levels were randomly varied (rowed) with level uniformly distributed over a ±5-dB range, in increments of 1 dB. Average vowel levels were (a) 50 and (b) 70 dB SPL rms. Cat performance is shown with thick lines [Hienz et al. (1998), open bars of their Fig. 3]. Model threshold predictions used only rate information for the population of coincidence detectors that received inputs from model AN fibers with CFs between 1200 and 2500 Hz (squares), used both rate and timing information for the same population of coincidence detectors (circles), and used both rate and timing information of small groups of coincidence detectors [on- and off-diagonal, see Fig. 6(a)] (diamonds).
AN fibers. The coincidence-detection threshold predictions based on count (Fig. 5, squares), however, are very similar to those based on AN rate (Fig. 2), suggesting that the coincidence detectors are not using the temporal information in the AN population (i.e., converting AN timing information into coincidence detector counts).

The trend in predicted thresholds obtained using both count and timing information of a large population of coincidence detectors (Fig. 5, circles) is nearly flat for quiet, low, and medium background noise levels, and the threshold at the high noise level is about twice the threshold at the medium noise level. This trend agrees with the psychophysical data, which simply suggests that the coincidence detectors preserve timing information present in the AN response. Thus, the timing information that contributes to the predictions based on AN responses is not lost in the process of coincidence detection, but it is apparently not "used" by the coincidence detectors, either (in which case it would be reflected in the coincidence-detector counts).

Thresholds were also predicted using the rate and timing information of subsets of the coincidence-detector population. The selection of the smaller groups of coincidence detectors was based on the results shown in Fig. 6, which demonstrates the sensitivity of each coincidence detector to the formant-frequency change. In general, each panel of Fig. 6 (corresponding to one signal-to-noise ratio) depicts two groups of coincidence detectors with relatively high sensitivity. The first group is the one on the diagonal, which represents coincidence detectors that receive inputs from two AN fibers that have matched CFs. The other group is away from the diagonal, representing coincidence detectors that receive inputs from two AN fibers with different CFs, and it has lower sensitivity than the first group. The coincidence detector with the highest sensitivity in each of these two groups was used to compute the formant-frequency discrimination thresholds. In Fig. 5, the solid line with diamonds corresponds to the performance of the most sensitive coincidence detector from the first group (on-diagonal, with matched AN CFs of 1745 Hz), and the dashed line with diamonds corresponds to the performance of the coincidence-detector from the second group (off-diagonal, convergence of ANs with CFs of 1595 and 1881 Hz). The performance of each of these coincidence detectors, based on both count and timing information, shows a trend that is similar to the cat performance and to the prediction with the original population of coincidence detectors (line with circles in Fig. 5). As shown above for the AN model predictions, these results suggest that a subset of the model coincidence-detector cells can predict the trends in the behavioral performance; however, the fact that both rate and timing of the coincidence detectors had to be included again illustrates that the coincidence detectors were not extracting the critical temporal information from the AN responses. Predictions that used only the rate of a subset of the coincidence detectors (not shown) would have been even higher than the rate-based predictions for the whole population of model coincidence detectors, and therefore higher than the behavioral thresholds, especially for the lower SNRs.

IV. DISCUSSION

This study provides predictions of performance limits in formant-frequency discrimination that used the response patterns of AN model fibers and responses of cross-frequency coincidence detectors. Quantitative tools developed to evaluate coding strategies for simple acoustic stimuli, such as tones and tones in noise (Heinz, 2000), were applied here to complex stimuli. The results of this study provide insight into the relative contributions of rate and timing information to speech coding in noise. When the background noise level increased, the thresholds predicted by using average-rate information of model AN fibers increased more than behavioral thresholds did, whereas model thresholds based on both rate and timing information increased in a manner more consistent with the behavioral data (Fig. 2). This result suggests that timing information was required to explain trends in psychophysical performance in this task.

A prominent feature of the AN model sensitivity patterns based on rate information was the dip at CFs near 1700 Hz [Figs. 3(a) and 3(d)], in contrast to the simple peak at 1700 Hz in the sensitivity pattern based on temporal and rate information [Figs. 3(b) and 3(e)]. The dip in the rate-based sensitivity was further explored by examining the average-rate responses (Fig. 4). The dominant factor in the decrease in sensitivity for fibers tuned near the formant frequency was the reduced change in rate for different formant frequencies for these fibers due to rate saturation. The model fiber sensitivity to the formant-frequency change was significantly reduced by high-level background noise [Figs. 3(a), 3(d), 4(b), and 4(d)] when predictions were based on only average-rate information (Young and Barta, 1986). Thus, as has been seen in previous studies (e.g., Heinz et al., 2001a, b; Colburn et al., 2003), the sensitivity pattern across a population of AN fibers is typically more complex for rate-based information [Figs. 3(a) and 3(d)] than it is for temporally based information [Figs. 3(b) and 3(e)].

For the predictions based on both rate and timing information, the sensitivity of AN model fibers as a function of
At every SNR, the threshold predicted by the coincidence-detection mechanism was higher than the prediction based on the response patterns of the AN model fibers, as expected, because the coincidence-detection process decreased the total amount of information carried by the AN model fiber response patterns. Similarly, for both the AN model fiber and the coincidence-detector predictions, thresholds based on smaller populations were always higher than the thresholds based on the full set of model fibers or coincidence detectors. This increase in thresholds was simply due to the fact that the amount of information is related to the number of fibers or cells included in the population response [Eqs. (1), (4), and (6)].

The work presented here was all based on formant-frequency discrimination of F2 in synthesized speech stimuli. It would be interesting to test predictions for lower (first formant) or higher (third formant) frequencies. To extend the study to higher frequencies, it would be important to include nonsaturating low-spontaneous-rate AN fibers in the simulations, because temporal information conveyed by the synchronization of AN fibers rolls off at high frequencies (Johnson, 1980). The distinct roles of rate and temporal coding in these frequency ranges and the diverse contributions of different spontaneous-rate populations of AN fibers (e.g., Heinz et al., 2001b) suggest that different aspects of the AN model responses may dominate threshold predictions for speech cues in different frequency ranges.
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1Computer code used for the simulations presented here is available at http://web.syr.edu/~lacarney

2Cat thresholds illustrated in the figures for comparison to model thresholds were all based on Hienz et al.’s (1998) results for cats without olivocochlear bundle (OCB) lesions. The AN model (Tan and Carney, 2003) was based on AN recordings made in cats without OCB lesions. The role of the OCB (or lesions of the OCB) in AN responses to speech, in either awake or anesthetized animals or in behavioral responses to speech, is still not completely understood; therefore, it seemed most straightforward to focus comparisons on results for intact animals.