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Abstract

Accurate dosimetry and treatment planning for photodynamic therapy (PDT) require knowledge of tissue optical properties and models of light propagation. We present techniques, based on reflectance and fluorescence spectroscopy, to examine these problems using analytical approximations and Monte Carlo (MC) simulations.

We begin with studies that monitored PDT in mouse models using reflectance and fluorescence spectroscopy. In the first, spectroscopy informed the optimization of treatment parameters for methylene blue PDT, with dependencies on injection vehicle, drug-light interval, and fluence found. In the second, fluorescence photobleaching during Pc 4 PDT was examined for correlation to tumor response. Irradiance-dependent photobleaching was demonstrated, but was not predictive of tumor response.

Next we outline the graphics processing unit enhanced MC model that was used to simulate light propagation in tissue. We demonstrate a number of source models that were used in subsequent experiments.

We then focus on the recovery of optical properties from diffuse reflectance measurements by examining two studies. In the first study, diffuse reflectance measurements were made at the surface of human kidneys to extract optical properties, which were then used in MC simulations of interstitial PDT. We found that the optical properties measured make PDT feasible in human kidneys. We then examined the interstitial recovery of optical properties using a custom optical probe. This recovery was based on a MC model of the probe used, with a mean error of 6.5% in the determination of absorption.
We examined fluorescence detection by cylindrical diffusing fibers using a MC model. This model predicted heterogeneous fluorescence detection, which was verified experimentally.

Recovery of intrinsic fluorescence from point, interstitial measurements was demonstrated. This technique did not require \textit{a priori} knowledge of the tissue optical properties, and was used to determine these values. Mean error of fluorophore concentration recovery was 12\%, while mean error for background absorption was 23\%.

Finally, we demonstrate a treatment planning modality for interstitial PDT based on clinical imaging, optical spectroscopy, and MC simulations. This allows for individualized therapy based on the patient’s anatomy and optical properties. We demonstrate optimization of diffuser placement, and show results for determination of deposited dose.
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Figure 4.35  Relationship between $\alpha$ and $\mu_{\text{eff}}$ for the range of scattering coefficients used in the simulation library (○), and for scattering spectra using values of 40 (□) and 20 (Δ) for $a$ in equation 4.36. 

Figure 4.36  (a) Cross-section of the proposed probe, illustrating the 125 µm spectroscopy fibers, 1.22 mm core region, 1.32 mm outside diameter, and flat face for embedding of spectroscopy fibers. (b) Side view of the design, showing the bend of the spectroscopy fibers. (c) Illustration of the flat face, showing the arrangement of the source and detector fibers (not drawn to scale).

Figure 5.1  Experimental set-up for measurement of fluorescence in (a) two-layer and (b) three-layer phantoms. The diffuser was inserted such that each layer bordered on an equal length of the diffuser. Only one diffuser is shown for clarity, but experiments used two diffusers inserted in parallel with a separation of 1 cm. One diffuser was used for delivery of an axially homogeneous fluorescence excitation profile, while the other was used for detection of fluorescence. Reproduced from [98].

Figure 5.2  Simulated irradiance profiles along the surface of a 1 cm diffuser, with its proximal end at $z = 1$ cm, illustrating the effect of changing $\mu_s$. Simulation parameters are identical in both cases except for the value of $\mu_s$. 


inside the diffusive region, which was (a) 0.2009 cm\(^{-1}\) and (b) 10 cm\(^{-1}\).

Reproduced from [98].

Figure 5.3 3D rendering of the fluence distribution around a 1 cm cylindrical diffusing fiber with its proximal end at \(z = 0.5\) cm and an air-tissue boundary at \(z = 0\). Tissue optical properties were set to \(\mu_a = 2\) cm\(^{-1}\), \(\mu_s = 100\) cm\(^{-1}\), and \(g = 0.9\). Voxel size was 0.02 cm \(\times\) 0.02 cm \(\times\) 0.02 cm.

Reproduced from [98].

Figure 5.4 Comparison between linear array of point sources model and our MC model in terms of radial degradation of fluence for \(\mu_a = 2\) cm\(^{-1}\), showing substantial overlap between the two methods. Shown is a cut through the fluence at the axial center of a 1 cm diffuser. Simulation parameters were identical, except for the source model. The arrow indicates the position of the outer radius of the diffuser. Reproduced from [98].

Figure 5.5 (a) Fluorescence generated in tissue by a 1 cm diffuser with its proximal end at \(z = 2\) cm and an outer radius of 0.05 cm. (b) Origins of fluorescence photons that crossed into the diffuser after being generated in the surrounding tissue. (c) Origins of fluorescence photons that were detected by the diffuser. \(\mu_a\) was set to 2 cm\(^{-1}\) in tissue. Shown are planar cuts through the simulated volume at the center of the diffuser. Only the right half of this plane is shown for clarity. The left half is identical.

Reproduced from [98].
Figure 5.6  Simulated detected fluorescence by axial position along (a) 1-2 cm diffusers with $\mu_a=2\text{ cm}^{-1}$, (b) 3-5 cm diffusers with $\mu_a=2\text{ cm}^{-1}$, (c) 1-2 cm diffusers with $\mu_a=0.2$. 

Figure 5.7  Results of SVD fitting to representative fluorescence spectra collected from (a) two-layer and (b) three-layer phantoms, with spectra corrected for background and system response. Fit magnitudes shown are not corrected for the effects of fluorescence quantum yield and absorption at 488 nm. Reproduced from [98]. 

Figure 5.8  Comparison between simulated and experimental fluorescence detection using (a) 1 cm and (b) 1.5 cm diffusers. Heights of experimental bars (□) indicate the mean value of (a) $n = 6$ and (b) $n = 4$ experiments, with error bars representing standard deviation. Values used were corrected for background, system response, fluorescence quantum yield, and absorption at 488 nm. Heights of simulated bars (■) indicate the mean value of 3 simulations, with error bars representing the standard deviation. The value of $\mu_a$ was set to $2\text{ cm}^{-1}$ for both simulation and experiment. Reproduced from [98]. 

Figure 6.1  (a) Intrinsic (solid line) and detected (dashed line) doxorubicin fluorescence spectra, normalized to their values at 540 nm, illustrating the spectral distortion induced by background absorption and scattering. The detected fluorescence spectrum was measured in a phantom consisting of 50 mL/L Intralipid and 25 $\mu$M MnTPPS. (b) Detected fluorescence
spectra measured in a phantom containing doxorubicin at a concentration of 3 µM. Spectra correspond to measurements made as the concentration of the background absorber, MnTPPS, was increased from 2 µM to 12 µM.

Figure 6.2 Normalized absorption spectra of MnTPPS (solid line) and doxorubicin (dashed line) in deionized water. Spectra were measured using a commercial spectrophotometer.

Figure 6.3 System used for collection of fluorescence spectra. BPF and LPF refer to band-pass and long-pass filters, respectively.

Figure 6.4 Detected fluorescence spectrum showing contributions from the desired doxorubicin fluorescence and the system fluorescence. The solid line represents a detected fluorescence spectrum measured in a phantom containing doxorubicin with evidence of system fluorescence. The open circles represent a fit of the system fluorescence in the range of 665-700 nm to the measured data. This fit is used to remove the effects of system fluorescence.

Figure 6.5 Recovered intrinsic fluorescence spectrum (○) using the forward-adjoint model, compared to the known intrinsic fluorescence spectrum (solid line) for a doxorubicin concentration of 12 µM.

Figure 6.6 (a) Recovery of doxorubicin concentration using the forward-adjoint fluorescence model in tissue-simulating phantoms containing Intralipid-20% and MnTPPS. The accuracy of concentration recovery breaks down
beyond a doxorubicin concentration of approximately 25 µM, due to self-quenching. The solid line represents perfect agreement. (b) Fitted magnitude of doxorubicin fluorescence with increasing doxorubicin concentration, measured using a commercial fluorometer.  

Figure 6.7 Recovery of doxorubicin concentration using the forward-adjoint fluorescence model in the concentration regime not affected by self-quenching. The solid line represents perfect agreement.  

Figure 6.8 Recovery of (a) $\mu_a$ and (b) $\mu_s$ using the forward-adjoint fluorescence model. In both cases, open circles are recovered optical properties and solid lines are known optical properties. The absorption spectrum contains contributions from 12 µM doxorubicin and 4.75 µM MnTPPS.  

Figure 6.9 Recovery of MnTPPS concentration from fluorescence measurements analyzed using the forward-adjoint model. The solid line represents perfect agreement.  
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Chapter 1

Introduction

This thesis focuses on optical techniques related to the monitoring and planning of photodynamic therapy (PDT). A brief introduction to PDT is included in order to motivate these topics. In order to accurately create treatment plans and evaluate the outcome of PDT, knowledge of tissue optical properties and models of light propagation in tissue are required. Brief reviews of these topics are provided, as well as an overview of the remaining chapters of the thesis.

1.1 Photodynamic Therapy

Photodynamic therapy is an emerging cancer therapy that has been an active area of research since the 1970s[1]. PDT relies on the combination of photosensitizer, light, and molecular oxygen in order to create a photochemical reaction that leads to the destruction of malignant tissue. The mechanism of action for PDT is shown in Figure 1.1.

![Jablonski diagram illustrating PDT mechanism](image)

**Figure 1.1** Jablonski diagram illustrating PDT mechanism

The photosensitizer begins in the singlet ground state, S₀. In this state, the photosensitizer is inactive, and will generally not lead to damage to the surrounding tissue. Upon excitation by the treatment light at the rate Iₐ, the photosensitizer is promoted to its first excited singlet state, S₁. From this first excited state, the
photosensitizer can decay to the ground state non-radiatively or by fluorescence at a rate \( k_f \). This intrinsic fluorescent property of many photosensitizers can be exploited for treatment monitoring, and will be expanded upon below. From the excited state, the photosensitizer can also undergo intersystem crossing at a rate \( k_{isc} \) to the excited triplet state, \( T_1 \). This triplet state is longer lived than the excited singlet state and allows for the photosensitizer to come into contact with ground state oxygen. This allows for energy transfer to oxygen at rate \( k_{ot} \), which promotes ground state triplet oxygen to excited singlet oxygen. Alternatively, the triplet state photosensitizer can decay to its ground state non-radiatively or via phosphorescence at a rate \( k_p \). The excited singlet oxygen can also decay to its ground state non-radiatively or via phosphorescence at a rate \( k_d \). This phosphorescence has a wavelength of 1270 nm, and detection of it has been used as a measure of the singlet oxygen generated by PDT[3].

Singlet oxygen is the major compound which causes cell killing in PDT. Interaction of singlet oxygen with cellular components leads to damaging of cell membranes, lysosomes, mitochondria, and nuclei, which leads to cell and tumor necrosis[4]. Some photosensitizers that localize to certain organelles, often the mitochondria or lysosomes, can also trigger apoptosis[5], which leads to less local inflammation and a reduction in damage to nearby healthy tissue. These singlet oxygen mediated reactions are referred to as Type II reactions. Type I reactions can also occur, which involve radical species of the photosensitizer as well as alternative forms of excited oxygen. These Type I reactions are generally less pronounced than the dominant Type II mechanism. However, there are some photosensitizers for which this Type I
reaction is the dominant mechanism and accounts for most of the photodynamic
damage[6].

In a typical PDT treatment, the photosensitizer is first administered to the patient. There is then a waiting period during which the photosensitizer localizes to the tumor, referred to as the drug-light interval. After the drug-light interval, treatment light of a specific wavelength is applied to the tumor and photodynamic action occurs. Common factors that are adjusted are the total fluence delivered to the tumor and the rate at which this fluence is delivered (i.e. optical power).

PDT has traditionally been used to treat superficial malignancies, such as those of the skin or in areas, such as the throat, that are readily accessible to surface illumination[7]. Recently, there has been interest in using PDT to treat bulky tumors that are located deep within the body by the insertion of optical fibers. This is referred to as interstitial PDT, or iPDT. iPDT has been used in humans to treat many types of cancer, including obstructing esophageal[8] and bronchial cancer[9], prostate[10, 11], cholangiocarcinoma[12], glioma[13], and large tumors of the head and neck[14, 15]. This configuration creates a number of challenges that are not apparent in treatment of superficial malignancies.

1.2 Optical Monitoring of PDT

Unlike therapies such as ionizing radiation, there is no easily-calculable dose metric for PDT. The outcome of therapy is tied to a combination of photosensitizer concentration, light dose delivered, and local oxygen concentration. Thus, a number of techniques have been developed to monitor the progression of PDT during treatment. One of these
consists of a straightforward measurement of fluence in the treated tissue during PDT. To achieve this, one or more optical probes are inserted into the tumor, and possibly the surrounding normal tissue. The fluence detected by these probes is monitored continuously or at discrete intervals in order to quantify the light being delivered [16]. This information can then be used to adjust the duration of illumination in order to achieve a certain light dose, which can lead to improved clinical outcomes.

Another technique used to monitor PDT is reflectance spectroscopy. With this method, treatment is briefly interrupted in order to inject interrogation light into the tissue, either at a single wavelength or over a broad band. Light is then detected at one or more positions in order to deduce information about the tissue, such as the oxygen saturation [17]. Whereas the measurement of fluence seeks to determine the light dose being delivered to tissue, reflectance spectroscopy seeks to examine factors such as the local oxygen and photosensitizer concentrations. For example, Busch et al examined the change in hemoglobin concentration due to PDT using reflectance spectroscopy [18]. They found that PDT led to a decreased hemoglobin concentration in the tumor.

As mentioned previously, many photosensitizers are naturally fluorescent. This allows for measurements of photosensitizer fluorescence to be made during treatment, which can provide information on the photosensitizer concentration and production of singlet oxygen. The determination of photosensitizer concentration by fluorescence spectroscopy has been investigated by a number of research groups [19]. Photosensitizer fluorescence can also be used to examine photosensitizer photobleaching. Photobleaching is the process by which the photosensitizer is destroyed by interactions
with singlet oxygen or other radicals produced by PDT[20]. This destruction of photosensitizer leads to a decrease in fluorescence, which can be measured and quantified during PDT. Since photobleaching can be mediated by reactive oxygen species, it has been speculated that changes in photosensitizer fluorescence could be tied to PDT outcome. This has been shown to be the case for the prodrug aminolevulinic acid (ALA), which is metabolized into protoporphyrin IX (PpIX). A correlation between PpIX photobleaching and tumor response was shown in rat models of Barrett’s esophagus[21] and ovarian cancer[22], and in humans with actinic keratoses, Bowen’s disease, and basal cell carcinoma[23]. A correlation between photobleaching and tumor outcome has also been shown for the silicon phthalocyanine photosensitizer Pc 4, in the context of a mouse model of breast cancer[24].

1.3 Monte Carlo Simulation of Light Propagation in Tissue

Due to the variable and turbid nature of biological tissue, standard methods for the calculation of light propagation cannot be used, except under certain rare conditions[25]. For this reason, statistical methods are used that reduce the propagation of light to the handling of absorption and scattering in the presence of bulk optical properties. The most prominent of these methods is the Monte Carlo (MC) simulation, which depends upon the use of random number generators and large quantities of propagated photons in order to generate accurate results. In MC simulations, light generated at a source is divided into discrete photons or photon packets. Each of these undergoes absorption, scattering, and transmission and reflection at material boundaries. These phenomena are handled in a statistical fashion based on the optical properties of the tissue, with random number
generators used to provide statistically independent photon paths. If a sufficient number of photons are run, MC simulation provides very accurate results. The accuracy of MC simulation has been demonstrated multiple times[26, 27], and MC is treated as the “gold standard” for simulation of light propagation in biological tissue. A number of MC codes are freely available, including MCML by Wang et al[28].

Due to the independent nature of individual photon runs, MC simulations are ideally suited for parallel-programming techniques. In particular, MC simulations can utilize the parallel computing power of the modern graphics processing unit (GPU). GPUs were originally designed for use in computer graphics, and are therefore efficient at performing a large number of computations in parallel. A number of GPU-based MC codes exist, capable of representing layered samples[29], three dimensional samples with voxels[30], and three dimensional samples with a triangular mesh[31]. However, these codes all utilize sources that are in contact with the tissue surface.

1.4 Optical Property Recovery

Light propagation through tissue can largely be described using two processes, absorption and scattering. At wavelengths relevant to PDT, absorption in biological tissue is largely due to hemoglobin and water[32], and provides a fundamental limit on the depth to which light can penetrate in tissue. In the case of PDT, the photosensitizer absorption may also play a large part and needs to be accounted for in the case of certain photosensitizers. The presence of many index of refraction mismatches in tissue leads to the scattering of light. Due to the turbid nature of biological tissue, scattering is generally the dominant effect and leads to the diffuse nature of light propagation in tissue. Absorption and
scattering are represented by the coefficients $\mu_a$ and $\mu_s$, respectively, with units of inverse length. These coefficients represent the bulk optical properties of tissue, with $\mu_a$ corresponding to the inverse of the absorption mean free path (MFP) and $\mu_s$ corresponding to the inverse of the scattering MFP. These mean free paths are the average distance over which a photon must propagate before encountering an absorption or scattering event.

As can be expected, the exact values of $\mu_a$ and $\mu_s$ in tissue can have a large effect on the area or volume that receives a particular light dose. It is therefore desirable to determine these values for a given patient. This is often accomplished by use of MC simulations. Kienle and Patterson used a scaled MC method in order to determine tissue optical properties from time- and radially-resolved reflectance measurements[33]. This scaling method allows detected light from a reference simulation to be scaled based on a new set of optical properties, which does not require repeated simulations. The optical properties of a sample can then be determined by fitting measured data with scaled MC simulation data. This scaling method was also utilized by Palmer and Ramanujam in order to recover optical properties over a wide range of absorption and scattering coefficients[34]. A similar method was demonstrated by Kumar and Vasu, using perturbation MC instead of scaling[35]. Under this scheme, changes in optical properties are assumed to be a perturbation of the optical properties from a known reference simulation. This method has the benefit of working for low-scattering objects.

Even with the use of GPU-accelerated codes, MC simulations can still require a significant amount of computation time. Therefore, a number of analytical
approximations for light propagation in tissue have been developed. The bulk of these approximations rely upon the radiative transport equation,

\[ \nabla \cdot (L\hat{s}) + \frac{1}{c} \frac{\partial L}{\partial t} = -\mu_t L + \mu_s \int p(\hat{s}, \hat{s}') L(\hat{r}, \hat{s}') d\omega' + \varepsilon(\hat{r}, \hat{s}), \]

(1.1)

which treats light propagation as an energy transport problem, rather than as the propagation of waves[36]. Here, \( L \) is the radiance, \( \hat{s} \) is the direction of light propagation, \( c \) is the speed of light, \( \mu_t \) is the total attenuation coefficient (\( \mu_t \equiv \mu_a + \mu_s \)), \( \mu_s \) is the scattering coefficient, \( p \) is the scattering phase function, and \( \varepsilon \) is the source function. Except under a very limited set of conditions, this equation cannot be solved directly. Therefore, a number of approximations have been created that expand the terms in the equation as summations of basis functions. The most commonly used approximations are the diffusion and P3 approximations, which expand the terms to first and third order, respectively[37]. The P3 approximation will be examined in greater detail in chapter 4 of this thesis.

By solving the diffusion or P3 approximations for a given set of boundary and source conditions, the optical properties of a tissue sample can be determined. This has largely been done in the case of surface-contact light sources and detectors, due to the simpler boundary conditions. A number of studies have demonstrated accurate recovery of optical properties in surface-contact geometry. In particular, Hull and Foster showed recovery of optical properties to within 10% for source-detector separations as small as 0.43 mm and albedos as low as 0.59[37]. For the case of interstitial geometry, there has been less work done. Most interstitial schemes rely on calibration with a library of tissue-simulating phantoms[38, 39], or on having multiple implanted fibers with which to
perform spectroscopy[40, 41]. In scenarios where only a single fiber can be inserted, such as in the treatment of cholangiocarcinoma, a scheme that utilizes only a single fiber probe is desirable.

1.5 Treatment Planning for PDT

As mentioned previously, the outcome of a PDT treatment depends heavily on the patient’s anatomy and optical properties. Sparing of healthy tissue surrounding the treated region is also important, particularly in delicate regions such as the prostate[42]. In these areas, damage to surrounding healthy tissue can result in significant side effects for the patient. Therefore, it is crucial to create treatment plans that deliver the required dose to malignant tissue while minimizing damage to healthy tissue.

The creation of these treatment plans depends on a number of factors. The first of these is knowledge of the patient’s anatomy. This is typically achieved via non-optical imaging, using magnetic resonance imaging (MRI) or x-ray computed tomography (CT). These imaging modalities allow for the determination of the volume to be treated, as well as the identification of vulnerable healthy tissues. Unlike in the planning of ionizing radiation therapy, data from CT scans cannot be used directly to calculate therapeutic doses delivered to patients. For this, knowledge of the patient optical properties is also required. This can be achieved with a number of methods, some of which were outlined in the previous section. Treatment planning also requires a model of light propagation in tissue. Commonly MC simulations are used, but approximations to the radiative transport equation have also been used to determine the light dose.
A number of schemes exist for treatment planning in PDT. Swartling *et al* demonstrated a PDT dose planning system for prostate cancer utilizing trans-rectal ultrasound images of the treatment volume and diffuse reflectance measurements made using the treatment fibers [43]. Ultrasound images were used to generate a 3D model of the prostate and surrounding tissues. Diffuse reflectance measurements, combined with a diffusion model of light propagation, were used to determine the effective attenuation coefficient in the treatment volume. This was then used to adjust the duration of illumination in order to achieve a threshold light dose determined in previous studies. Davidson *et al* used a finite element model of light diffusion, coupled with measured optical properties in order to create individualized treatment plans[44]. Based on calculated fluence deposition in tissue, they were able to calculate the combined light-drug dose to the tumor and found a correlation between this dose and tumor response. Altschuler *et al* examined the optimization of position, length, and strength of light source in PDT of the prostate using the Cimmino feasibility algorithm and a diffusion approximation of light transport[45]. They found that they were able to improve coverage of the tumor region, while sparing surrounding healthy tissue. These studies make it clear that a good treatment planning system for PDT requires knowledge of the patient’s anatomy and optical properties, a model of light transport in tissue, and a means of optimizing the number, placement, and strength of light sources.
1.6 Overview of Thesis

In chapter 2, two schemes for the monitoring of PDT during treatment are presented. These schemes rely on reflectance and fluorescence spectroscopy in order to evaluate the effects of various factors on the outcome of PDT. This chapter serves as a segue into the more rigorous examinations of tissue optical properties that follow in subsequent chapters.

In chapter 3, the GPU-based MC code that was developed is discussed in detail. A number of source models that were created are outlined, each of which is designed to interface with a specific experimental application.

Chapter 4 focuses on the recovery of optical properties in both surface-contact and interstitial geometries. The first piece focuses on a study of kidney optical properties using a surface contact probe and the P₃ approximation to the radiative transport equation. The P₃ approximation is outlined in further detail, and the fitting of experimental data is shown. The implications of changing optical properties are also examined. The second piece focuses on the interstitial recovery of optical properties using a custom optical probe. The details of the fitting process are outlined, and the accuracy of the method is shown in a number of tissue-simulating phantoms.

An examination of the MC model of cylindrical diffusing fibers developed in chapter 3 is provided in chapter 5. Model-based predictions of heterogeneous fluorescence detection are explored, and experimental verification is provided. Application of the model to the design of such fibers is also discussed.
In chapter 6, a method for the recovery of intrinsic fluorescence and background optical properties from a single interstitial source and detector is developed. This scheme, also based on the P3 approximation, allows for correction of distortions to fluorescence spectra created by background optical properties. This further allows for accurate recovery of the fluorophore and background absorber concentrations in an interstitial geometry, as demonstrated by experiments in tissue-simulating phantoms.

The MC simulation work and optical property recovery are brought together in chapter 7 in the context of treatment planning for iPDT. Clinical CT images are integrated with optical property measurements in order to generate a model of light delivery for iPDT. The effects of changing optical properties are examined, and algorithms to optimize the number and placement of sources for iPDT are provided.

Chapter 8 consists of conclusions drawn from the thesis, as well as possible future directions for the work. In the appendix, a clinical laser system for PDT is demonstrated.
Chapter 2

Optical Monitoring of Photodynamic Therapy

2.1 Introduction

As mentioned in Chapter 1, doses delivered by PDT cannot be pre-computed in a straightforward fashion, as in other treatment modalities such as radiotherapy. We therefore generally describe the PDT dose in terms of a drug-light product that depends upon the photosensitizer concentration and the treatment light field[46]. The light dose is affected by the source strength, duration of irradiation, and the optical properties of the tissue being treated. Here we refer to the source strength as the fluence rate, measured in mW per unit area for the case of surface illumination. Combined with the duration of irradiation, this fluence rate yields a total light dose in units of J per unit area. As is to be expected, the volume over which this light dose is distributed is strongly influenced by the tissue optical properties. In the wavelength range used for PDT, optical properties can vary significantly both inter- and intra-patient, resulting in differing treatment fields from the same total administered light dose. A thorough description of the spectroscopic recovery of tissue optical properties is provided in chapter 4. Here we focus on methods to monitor the progression of PDT in the context of these differing optical properties.

A number of studies have been done to monitor the light dose delivered during PDT. This is typically done by the addition of detection fibers that measure fluence over time. In the surface geometry, this is accomplished by detectors placed remotely from the source at the surface of the treatment volume. van Veen et al demonstrated a
treatment source for PDT of the nasopharyngeal cavity that incorporated detectors for determination of fluence and fluence rate[47]. They observed a reduction in fluence rate during treatment, which they hypothesize to be due to treatment-induced changes in tissue optical properties. In the interstitial geometry, additional detection fibers are inserted into the tumor mass in order to monitor the fluence. Yu et al used isotropic detector fibers to monitor the delivery of fluence in PDT of the prostate[16]. These measurements were used to track fluence delivery during the treatment, and to determine the total light dose to particular regions of the prostate. Davidson et al also used isotropic detector fibers in order to monitor the light dose delivered in PDT of prostate cancer[44].

The other key component of the delivered photodynamic dose is the photosensitizer concentration. In a typical PDT treatment, the photosensitizer is administered either systemically or via intra-tumor injection. Some time is then allowed to pass, known as the drug-light interval, before treatment light is delivered. Following systemic delivery, this drug-light interval has been shown to improve photosensitizer concentration in the tumor relative to the surrounding healthy tissue[48], and allows for the distribution of the photosensitizer in the tumor to become more homogeneous. Due to differences in circulation and the tumor micro-environment between patients, the drug concentration within the tumor can vary between subjects, even with the same total injected dose. There is therefore a need to determine the photosensitizer concentration in order to accurately determine the drug-light dose that a patient receives.

There are a number of ways to do this using reflectance and fluorescence spectroscopy. Due to the fluorescent nature of most photosensitizers, measured
fluorescence can be used to determine photosensitizer concentration. Finlay et al measured the concentration of Motexafin Lutetium during interstitial PDT of the prostate[19]. They found the photosensitizer concentration to be heterogeneous within single patients, and noted significant variability between patients. These techniques require correction of detected fluorescence for background optical properties, which is covered in detail in chapter 6. The absorption of photosensitizers can also be used to determine drug concentration, as has been demonstrated previously[49-51]. In particular, Bai et al demonstrated that the concentration of the photosensitizer Pc 4 before PDT, determined by reflectance spectroscopy, was correlated with tumor growth delay[24]. This illustrates the need for determination of photosensitizer concentration before delivery of treatment light.

As mentioned in chapter 1, the major reactive intermediate that causes cell destruction in PDT is singlet oxygen[4]. Although we speak about the photodynamic dose in terms of the drug-light product, the real determinant of tumor cell destruction is the production of singlet oxygen. Singlet oxygen is weakly phosphorescent at 1270 nm, and the emission of this phosphorescence has been studied in an effort to determine singlet oxygen production during PDT[3, 52, 53]. However, these techniques are vulnerable to low signal-to-noise ratios, and require complex and expensive instrumentation[32]. Therefore, singlet oxygen production is often monitored indirectly.

The most common method for this is through examination of the photobleaching of sensitizer fluorescence. For some photosensitizers, the singlet oxygen that is responsible for destruction of tumor cells also leads to irreversible destruction of the
Optical Monitoring of Photodynamic Therapy

sensitizer. This can be monitored by fluorescence spectroscopy, and has been shown to correlate with fluence rate[54, 55]. There have also been studies done that show strong correlations between fluorescence photobleaching and tumor response [21-23], indicating that this measurement indeed provides information on singlet oxygen generation. However, this is only true of certain photosensitizers, particularly for the prodrug amino-levulinic acid (ALA) which is metabolized into protoporphyrin IX (PpIX). As will be shown later in this chapter, there exist sensitizers for which the photobleaching of fluorescence is not correlated with tumor response.

Another method for monitoring of singlet oxygen generation involves the examination of reflectance spectra. These collected reflectance spectra can be used to determine the relative concentrations of oxy- and deoxyhemoglobin, since the absorption of hemoglobin depends upon the binding of oxygen. The generation of singlet oxygen requires the consumption of ground state, molecular oxygen, which can lead to the de-oxygenation of hemoglobin in the treatment field. The oxygen saturation of hemoglobin can then be used as an indicator of singlet oxygen generation and tumor outcome. Interpretation of this information can be challenging, as reduced oxygen saturation can also indicate treatment-induced reduction of blood flow to a volume. Wang et al studied the correlation between hemoglobin oxygen saturation and tumor response in a mouse model[56]. They found that the change in hemoglobin oxygen saturation during PDT was significantly correlated with survival, indicating that a decrease in oxygenation can be used as a metric of the photodynamic dose delivered. Spectroscopic determination of oxy- and deoxyhemoglobin concentrations is discussed further in chapter 4.
This chapter focuses on two studies that examined optical monitoring of PDT in mouse models. In the first, we demonstrate the ways in which spectroscopy can inform the selection of treatment parameters using reflectance and fluorescence. The main goal of this study was to determine the optimal treatment parameters for methylene blue mediated PDT, in which spectroscopy played a major role. In the second study, we examine the photobleaching of the photosensitizer Pc 4, and its relation to the fluence rate during treatment. This photobleaching is then analyzed in the context of tumor response.

2.2 Monitoring of methylene blue mediated PDT by fluorescence and reflectance spectroscopy

2.2.1 Introduction

A key component of PDT is the photosensitizer. In this study[57], we investigated methylene blue (MB), an FDA-approved phenothiazine dye that is generally used to treat methemoglobinemia [58] and has been used successfully to stain intestinal metaplasia in Barrett’s esophagus[59] and in the stomach to guide endoscopic biopsy[60]. It is inexpensive and is routinely available in hospital pharmacies. MB is also well known to be photodynamically active. Several studies have shown that MB mediated PDT (MB-PDT) can effectively inactivate viruses[61] and destroy bacteria[62]. Additionally, MB-PDT has been shown to be effective in destroying tumors in mice[63-65]. In humans, MB-PDT has been used to treat superficial tumors of the bladder[66], esophageal carcinomas[67], melanoma[68], and Kaposi’s sarcoma[69] with no reported toxicities.
Because it is biochemically modified to a colorless form[70], there is little if any systemic photosensitivity associated with MB.

Despite the potential advantages of MB and the opportunities presented by its FDA status, widespread availability, and low cost, there have not been systematic investigations of the effects of various treatment parameters on MB-PDT in animal models. Therefore, the intention in this study was to evaluate some of the factors that may influence the outcome of MB-PDT in a tumor model. The variables that we examined were drug-light interval, delivery vehicle, and fluence. Because MB is typically administered via direct intratumor injection, short drug-light intervals may be exploited without sacrificing selectivity. The vehicle in which the photosensitizer is delivered may also have an impact on the outcome of the treatment insofar as it influences the homogeneity of intratumor distribution. Orth et al[65] described inhomogeneous intratumor distribution of MB following injection using an aqueous vehicle. In previous studies with the photosensitizer Pc 4, we demonstrated relatively uniform distributions with a Cremophor-ethanol-saline injection vehicle[71]. Finally, the fluence is another obvious factor influencing the treatment outcome. Anticipating an eventual clinical trial, we chose to limit the total treatment time from injection to the end of irradiation to approximately two hours. This constrained the maximum fluence for a given irradiance. The comparison of these factors was accomplished through a combination of spectroscopic studies in vitro and in vivo, imaging of MB fluorescence in freshly excised tumors, and long term tumor control trials in an intradermal murine tumor model.
2.2.2 Methods

2.2.2.1 Tumor model

Intradermal (ID) mouse mammary EMT6 tumors were initiated on the backs of female BALB/c mice by ID injection of $10^6$ cells. Tumor growth was monitored daily. For a period of approximately 2 weeks prior to PDT and spectroscopy, mice were fed a chlorophyll-free diet prepared using the recipe of Holmes et al.[72]. Tumors were treated when volumes reached approximately 25 – 40 mm$^3$. All experiments were conducted according to the institutional guidelines of the University of Rochester Medical Center and approved by the University Committee on Animal Resources.

2.2.2.2 Photosensitizer administration and light treatment

Sterile, clinical grade MB (10 mg/mL, American Regent, Shirley, NY) was obtained from the pharmacy at Strong Memorial Hospital, University of Rochester. This was diluted 1:20 in deionized water to obtain a 500 µg/mL aqueous injection vehicle. A 5% ethanol-5% Cremophor-90% saline solution (Cremophor vehicle) containing the same 500 µg/mL concentration of MB was created by diluting 50 µL of the sterile MB stock in 850 µL of 0.9% saline and adding this to 100 µL of a 1:1 solution of Cremophor and ethanol. Either the water or the Cremophor vehicle was administered in a 35 µL dose via intratumor (IT) injection at a single site using a 29-gauge needle. Either immediately (0 drug-light interval) or after 1 h, 667 nm PDT treatment light from a diode laser (Power Technology, Alexander, AR) was delivered at 60 mW/cm$^2$ using the off-surface delivery probe shown in Figure 2.1. Fluences of 240 or 480 J/cm$^2$ were delivered, and the total treatment time (from MB injection to the end of irradiation) was constrained to approximately 2 h.
Irradiation was interrupted every 60 J/cm² (16 min 40 s) for approximately 6 s in order to perform spectroscopy as described immediately below. Control animals received the same 35 µL IT injection of MB with either the water or Cremophor vehicle but were not irradiated.

2.2.2.3 Light Delivery and Spectroscopic Measurements

Treatment light, excitation light for fluorescence spectroscopy, and broadband white light for reflectance spectroscopy were delivered to the surface of the tumor via a custom, off-surface probe shown in Figure 2.1.

![Figure 2.1 Schematic of PDT treatment and spectroscopy system. Switches, sources, and spectrometers are computer controlled. A 664 nm long pass filter and a 669 nm dichroic mirror are used to filter out the excitation source in the fluorescence detection arm. Inset shows schematic of probe for delivery of treatment light, fluorescence excitation, and broadband white light and collection of spectra. The probe is not drawn to scale. Reproduced from [57].]
The probe consisted of a central GRIN-terminated fiber for delivery of treatment light and two SMA-terminated fibers, one of which served as a source for delivery of fluorescence excitation and broadband light while the other collected fluorescence and reflectance from the tumor. During a treatment session, PDT irradiation was interrupted every 60 J/cm² with a computer controlled in-line shutter (Mikropack, Ostfildern, Germany), and fluorescence excitation and broadband light were routed sequentially via an optical switch (Piezosystem Jena, Hopedale, MA) to the source fiber of the probe. Fluorescence excitation was performed with 639 nm light from a diode laser (Oz Optics, Ottawa, Ontario, Canada). The broadband reflectance source was a tungsten-halogen lamp (Avantes, Broomfield, CO). Fluorescence and reflectance spectra were acquired by dedicated, TE-cooled, 16 bit spectrometers (B & W Tek, Newark, DE) using integration times of 5 and 0.5 s, respectively. The fluorescence detection path included a dichroic mirror (FF669-Di01, Semrock, Rochester, NY) and a long pass filter (LP02-664RU, Semrock) as shown in Figure 2.1. The source and detector fibers of the probe interrogated an overlapping 3 mm-diameter area at the center of the treatment field. A custom LabVIEW program (National Instruments, Austin, TX) controlled the sequence of PDT irradiation and spectral acquisitions.

2.2.2.4 Spectral processing and analysis

Spectra were corrected by subtracting the background and then dividing by the measured, wavelength-dependent system response. Backgrounds were taken before each mouse was treated by integrating dark signals for the durations described above. System responses were acquired by reflecting the light from a NIST-traceable lamp (Model # LS-
1-CAL, Ocean Optics, Dunedin, FL) off of a diffuse reflectance standard (Part # WS-1, Ocean Optics) into the probe collection fiber. The measured spectrum was then background subtracted and divided by the known lamp spectrum to obtain the system response. Fluorescence spectra were further corrected for the effects of tissue optical properties by dividing the fluorescence by reflectance spectra measured in the same wavelength range and in the same geometry[73].

After fluorescence spectra were acquired and corrected, they were fit using a singular value decomposition (SVD) algorithm based on the work of Press et al.[74]. The two basis spectra shown in Figure 2.2a were used in the fits. The first was the monomeric MB fluorescence spectrum, determined by measuring the fluorescence emission of 3.1 µM MB in a commercial fluorometer (Varian Eclipse, Palo Alto, CA). The sample was prepared in a 1:10 dilution of 10% Liposyn (Abbott Laboratories, North Chicago, IL) in deionized water in order to more closely replicate conditions in vivo. The other basis was created in order to fit the long wavelength, dimeric fluorescence. This was done by slowly increasing the concentration of MB from 3 to approximately 200 µM and acquiring fluorescence spectra as shown in Figure 2.2b.
Figure 2.2 (a) Bases used for SVD fitting, as determined by cuvette measurements made in a commercial fluorometer. Amplitude scaling is arbitrary and meant to illustrate relative contributions of bases to overall SVD fitting. (b) Normalized fluorescence spectra of MB measured in a commercial fluorometer illustrate shifted peak wavelength and growing contribution of long wavelength components with increasing MB concentration. Reproduced from [57].

The spectra were then normalized to their maximum value and shifted so their maxima aligned. The lowest concentration spectrum was then subtracted from the highest concentration spectrum in order to isolate the long wavelength fluorescence. This difference was then fitted with a Gaussian in order to generate the dimer basis spectrum. In addition to the basis spectra, a series of 61 Fourier terms was also used in fitting to
account for unknown possible contributions to the measured fluorescence *in vivo*. These Fourier terms were given a smaller weight in the fitting in order to favor the basis spectra.

Fitting followed the SVD scheme found in MATLAB (Mathworks, Natick, MA). However, the basis functions were allowed to shift a few nanometers in either direction in order to account for apparent absorption-induced changes in fluorescence that were not corrected by the division by reflectance.

### 2.2.2.5 Imaging MB fluorescence in freshly excised EMT6 tumors

Freshly excised tumors from several mice were sectioned in half and imaged using a stereofluorescence microscope (Model SMZ1500, Nikon Instruments Inc., Melville, NY) to assess intratumor distribution of MB. Mice were given an IT injection of 35 µL of 500 µg/mL MB in either the water or Cremophor vehicle. They were then immediately sacrificed and the tumors excised. Tumors were then sliced in half and placed on the stage of the microscope. Imaging was performed using 639 nm laser excitation (Oz Optics, Ottawa, Ontario, Canada), routed to the microscope with a liquid light guide, and a custom filter cube optimized for MB (Micro Video Inst., Avon, MA). Images were acquired using a 12-bit Photometrics CoolSNAPHQ CCD (Roper Scientific, Inc., Trenton, NJ). An image of a homogeneous methylene blue solution served as a system response function, and each subsequent image was divided by this image to eliminate non-uniformities due to illumination and collection optics. Image analysis was performed using the Surface Plot tool in ImageJ (NIH; URL: http://rsb.info.nih.gov/ij/).
2.2.2.6 Tumor response assay and statistics

Tumor dimensions along three axes were measured daily following PDT. The tumor volume was computed assuming an ellipsoidal shape. Mice were removed from the study if the tumor grew to twice the volume measured at the time of irradiation. Cures were defined as no palpable tumor 90 days after PDT. Uni- and multivariate statistical analysis of tumor responses was performed using a Cox proportional hazards model implemented in the R package survival (http://cran.r-project.org/web/packages/survival/index.html). Model selection in the multivariate analysis was done using an Akaike information criterion (AIC).

2.2.3 Results

Fluorescence and reflectance spectra were acquired from MB-sensitized EMT6 tumors in vivo immediately before, at defined intervals during, and immediately after irradiation. Measured fluorescence spectra were fit with an SVD algorithm and two basis spectra, as described in section 2.2.2.4. The results of this fitting can be seen in Figure 2.3. Figure 2.3a shows a representative fit to a spectrum acquired immediately after IT injection of 500 µg/mL MB in the water vehicle. The spectrum is fit well with a superposition of the monomer and dimer bases. In this case the dimer/monomer ratio was 0.26, but there was considerable tumor-to-tumor variation in this pre-irradiation ratio. The fluorescence spectrum of the same tumor after irradiation with 480 J/cm² is shown in Figure 2.3b. The overall fluorescence magnitude is increased relative to the pre-irradiation spectrum, and there is an increased contribution of the dimer basis to the fit. In this tumor, the post-irradiation dimer/monomer ratio increased to 0.52, but this also was not a general trend.
Figure 2.3 Results of SVD fitting of a representative fluorescence spectrum taken from the same EMT6 tumor in vivo (a) immediately after IT injection of MB but before delivery of treatment light and (b) after conclusion of PDT (480 J/cm²) under identical acquisition conditions, illustrating the increased magnitude of fluorescence and an increased presence of dimer fluorescence induced by irradiation. Reproduced from [57].

Figure 2.4a shows a series of fluorescence spectra acquired in vivo from a tumor that received a 35 µL IT injection of 500 µg/mL MB in the Cremophor vehicle. Fluorescence was measured every 15 minutes after injection for a period of two hours in the absence of irradiation. As can be seen, the measured fluorescence decreases
monotonically after injection during this interval. Figure 2.4b summarizes this trend in mice monitored for a period of one hour, after which seven mice were irradiated with 667 nm light at 60 mW/cm$^2$.

**Figure 2.4** (a) MB fluorescence spectra *in vivo* at various times following IT administration of MB in a 5% EtOH, 5% Cremophor, 90% saline vehicle. Excitation wavelength was 639 nm. (b) Magnitude of MB fluorescence before and during PDT, normalized to the onset of irradiation. All mice received 35 µL of 500 µg/mL of MB in Cremophor based vehicle. Irradiated mice (n=7) received 240 J/cm$^2$, 60 mW/cm$^2$ at 667 nm. MB fluorescence in mice not irradiated (n=2) continued to decrease from 60 to 120 min after injection. Reproduced from [57].
In the irradiated mice, the amplitude of MB fluorescence was progressively restored and in some cases exceeded the pre-irradiation levels, while fluorescence from the un-irradiated tumors continued to decrease. This irradiation-induced increase suggests that the measured loss of fluorescence during the dark interval is not the result of clearance of MB from the tumor. Rather, it likely originates in the biochemical modification to a colorless form as described by DiSanto and Wagner.[70]

To assess the intratumor distribution of MB following IT injection at a single site, mice were sacrificed immediately after injection, tumors were excised, sectioned in half, and placed on the stage of the stereofluorescence microscope. Representative images and image analysis are shown in Figure 2.5 for the Cremophor (a, c) and water (b, d) injection vehicles. Tumors injected using the Cremophor vs. water vehicle show a greater degree of MB fluorescence homogeneity. Image analysis revealed that fluctuations in pixel intensities were more pronounced (6- vs. ~2.5-fold) in tumors injected with the water vehicle. Nearly 10% of the pixels in the “aqueous” image were below a threshold set at twice the background counts measured from control tumors under identical image acquisition conditions. In the “Cremophor” images, less than 0.5% of pixels were below this threshold.
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Figure 2.5 MB fluorescence images of freshly sectioned EMT6 tumors acquired immediately after IT administration of 500 µg/mL MB in the Cremophor (a) and water (b) injection vehicles. (c) and (d) are surface plots of pixel intensities from (a) and (b), respectively. The scale bar is 0.5 mm. Reproduced from [57].

Results of the tumor control studies are illustrated in the Kaplan-Meier plots of Figure 2.6. As described in section 2.2.2.6, tumor volume doubling was the end point used as a measure of treatment failure. Cures were defined as no evidence of tumor 90 days after PDT. All mice received the same 35 µL injection of 500 µg/mL MB administered in either the water or Cremophor vehicle. In addition to injection vehicle,
we investigated responses to 480 vs. 240 J/cm\(^2\) fluence. Based on anticipated clinical constraints, we limited the duration of the procedure (from time of injection to end of irradiation) to approximately 2 hours. Thus, we evaluated protocols in which irradiation was initiated immediately after sensitizer injection in order to deliver the maximum fluence within this 2 hour interval. Among these protocols, the most successful combined the Cremophor vehicle, a zero drug-light interval, and a fluence of 480 J/cm\(^2\). A long-term cure rate of 55\% (5 of 9) was achieved under these conditions. Univariate statistical analysis of all of the protocols using a Cox proportional hazards model revealed that increased fluence (p=0.00042), decrease in the drug-light interval (p=0.0013), and the use of a Cremophor vs. water vehicle (p=0.009) were all statistically significant predictors of long-term tumor response, with p-values < 0.05 for each of these treatment parameter comparisons. From a multivariate Cox proportional hazards analysis and model selection based on AIC, a combination of increased fluence (p=0.001) and use of the Cremophor vehicle (p=0.027) emerged as the best predictor of treatment outcome (p < 0.05).
Figure 2.6 Kaplan-Meier curves illustrating effects of (a) fluence, (b) sensitizer delivery vehicle, and (c) drug-light interval on response of EMT6 tumors to methylene-blue PDT in vivo. (a) (Δ) Drug and irradiation free control (n=6); (◊) Drug only control, water vehicle (n=6); (○) Drug only control, Cremophor vehicle (n=6); (▲) Cremophor vehicle, 0 drug-light interval, 240 J/cm² (n=6); (▼) Cremophor vehicle, 0 drug-light interval, 480 J/cm² (n=9); (b) (■) Water vehicle, 1 h drug-light interval, 240 J/cm² (n=5); (●) Cremophor vehicle, 1 h drug-light interval, 240 J/cm² (n=6); (▼) Water vehicle, 0 drug-light interval, 480 J/cm² (n=10); (►) Cremophor vehicle, 0 drug-light interval, 480 J/cm² (n=9); (c) (●) Cremophor vehicle, 1 h drug-light interval, 240 J/cm² (n=6); (▲) Cremophor vehicle, 0 drug-light interval, 240 J/cm² (n=6). Reproduced from [57].

As mentioned above, reflectance spectra were also acquired before, during, and immediately after PDT. In addition to allowing for correction of the fluorescence spectra, reflectance provides a measure of tissue optical properties. Figure 2.7 shows a series of three reflectance spectra taken in vivo from the same tumor prior to injection of MB, immediately after injection but before the start of irradiation, and immediately post-irradiation with 480 J/cm².

Figure 2.7 Reflectance spectra measured from an EMT6 tumor before IT injection of MB, immediately after injection (500 µg/mL, 35 µL), and immediately after irradiation with 480 J/cm². Post injection spectrum shows decreased reflectance (i.e. increased absorption) at the treatment wavelength (arrow) and negligible irradiation-induced increase in reflectance. Reproduced from [57].
Particularly noteworthy is the greatly reduced reflectance (i.e. higher absorption) at the 667 nm treatment wavelength from the presence of MB. After irradiation only a modest increase in reflectance is observed. Thus MB at this injection concentration significantly increases tissue absorption at the PDT treatment wavelength, and this will be a factor in treatment planning for larger tumors.

2.2.4 Discussion

Our experiments investigated effects of intratumor sensitizer delivery vehicle, the drug-light interval, and the fluence as factors capable of influencing the response of tumors to MB-PDT \textit{in vivo}. Results illustrate that indeed attention to each of these treatment variables contributes to long term tumor control in this model. Specifically, the Cremophor vs. water vehicle, a 0 vs. 1 h drug-light interval, and increased fluence all independently predicted for reduced survival hazard.

Effects of the drug-light interval in intratumor MB-PDT have not been reported previously. The reduction of MB to a colorless form \textit{in vivo} probably precludes systemic administration, but our fluorescence spectroscopy results, presented in Figure 2.4, show for the first time that a progressive loss of MB fluorescence occurs even after direct intratumor injection. This may provide a rationale for a very short drug light interval. As shown also in Figure 2.4, however, the MB fluorescence is restored in response to irradiation. Our statistical analysis suggests that even with this restoration, there is an advantage to a 0 vs. 1-h drug-light interval. In the case of intratumor sensitizer administration, long drug-light intervals are not needed in order to achieve selectivity. It is still desirable of course to allow enough time for the sensitizer to distribute throughout
the tumor volume. The images of Figure 2.5 show that this happens almost immediately after injection of a 35 µL volume, indicating that fluid pressure as opposed to passive diffusion drives the rapid transport of MB. Finally, in the anticipated clinical setting, it is desirable to limit the total treatment time. The 0 drug-light interval enables delivery of the maximum fluence in a given treatment duration. Taking all of this into account, if treatment time is constrained, a protocol including an efficient vehicle and the shortest possible drug-light interval will provide the highest fluence and the greatest efficacy. Other factors, specifically treatment irradiance and the use of more than one PDT treatment, which were evaluated by Orth et al[65], have not been considered here but may certainly contribute, as well.

The *in vivo* fluorescence and reflectance spectra shown in Figure 2.3, Figure 2.4, and Figure 2.7 are, to the best of our knowledge, the first such data to be reported in the literature. As illustrated in Figure 2.3, MB fluorescence from tumors could be fit consistently using a superposition of the two basis spectra shown in Figure 2.2. These bases were constructed from cuvette measurements over a wide range of MB concentrations and are attributed to monomer and dimer/aggregated forms. Tumor spectra generally contained contributions from both species, and it was not unusual for their relative contributions to change in response to PDT, as was the case for the tumor represented in Figure 2.3. There was, however, considerable heterogeneity in the pre-irradiation dimer/monomer ratio extracted from fits to spectra. Further, no significant trends were discernible in the dimer/monomer ratio changes induced by irradiation. In the case shown in Figure 2.3, the amplitudes of both the monomer and the dimer
contributions to the spectrum increased in response to irradiation, thereby ruling out a simple interpretation based on a shifting equilibrium between monomers and aggregates. MB is capable of complex chemistry, which is reflected in the following equations:

\[
2\text{MB} \rightleftharpoons \text{MB}_2, \quad (2.1)
\]

\[
\text{MB}_2 \xrightarrow{k_1} \text{MB} \cdot + \text{MB}^{2+}, \quad (2.2)
\]

\[
\text{MB} \cdot + \text{O}_2 \xrightarrow{k_2} \text{O}_2^{-} + \text{MB}, \quad (2.3)
\]

where equation 2.1 represents the equilibrium between MB monomers (MB) and dimers, (MB)_2, with equilibrium constant \(K_D\). Equation 2.2 represents the creation of MB radicals from ground state dimers at a rate \(k_1\) proportional to the laser excitation, with \(\text{MB} \cdot\) and \(\text{MB}^{2+}\) indicating the semi-reduced and semi-oxidized radical forms, respectively. Finally, Equation 2.3 represents the formation of superoxide, \(\text{O}_2^{-}\), and ground state MB monomer at the rate \(k_2\) from the semi-reduced MB radical in the presence of molecular oxygen. Thus, the creation and dissociation of aggregates in vivo is likely to be a complex process, especially in the presence of heterogeneous and possibly dynamic tumor oxygen concentrations. The interpretation of MB fluorescence before, during, and after PDT is therefore a rich area for further study. As indicated in equations 2.2 and 2.3, it is entirely likely that Type I processes contribute to tumor destruction with MB-PDT.

Finally, the reflectance spectra shown in Figure 2.7 reveal an important aspect of PDT performed with relatively high intratumor concentrations. MB at the concentration injected in our study significantly attenuates the transmission of 667 nm treatment light,
indicated by the vertical arrows in the figure. This attenuation is not appreciably reduced by irradiation-induced photodegradation of MB. This effect on tumor optical properties will have to be taken into account in treatment planning.

### 2.3 Analysis of Pc 4 photobleaching by fluorescence spectroscopy

#### 2.3.1 Introduction

One of a number of second-generation photosensitizers, the silicon phthalocyanine Pc 4 (HOSiPcOSi(CH$_3$)$_3$(CH$_2$)$_3$N(CH$_3$)$_2$) was developed in the laboratory of Malcolm Kenney at Case Western Reserve University. Its synthesis and structure have been reported previously[76], and its history has been reviewed[77]. It has been evaluated in humans to treat cutaneous T-cell lymphoma and a variety of other cutaneous neoplasms in phase 1 clinical trials at Case Western Reserve University[77-79]. Our laboratory has previously demonstrated increased effectiveness of Pc 4-photodynamic therapy (PDT) in mice using intratumor vs. systemic injection of the photosensitizer with short drug-light intervals[71]. This study also showed recovery of Pc 4 fluorescence 24 hours after PDT, which we interpreted as an indication of initially aggregated Pc 4 monomerizing following the bleaching of a fraction of the locally-injected sensitizer population. Thus it appeared that intratumor injection had resulted in excess Pc 4 under the conditions of those experiments.

Most photosensitizers undergo irreversible photobleaching in response to irradiation during PDT[20]. Since photobleaching can be mediated by reactive oxygen species, it has often been speculated that the loss of photosensitizer fluorescence could be used to predict dose deposition and therefore the outcome of PDT. A number of studies
have been carried out with various photosensitizers in order to examine this possibility.

As mentioned previously, the most promising results have been reported for the prodrug ALA, which is metabolized into PpIX. A correlation between PpIX photobleaching and tumor response has been shown in a rat model of Barrett’s esophagus[21], a rat model of ovarian cancer[22], and in humans with actinic keratoses, Bowen’s disease, and basal cell carcinoma[23]. In all cases, high PpIX bleaching was associated with a strong response to PDT. However, the ability of fluorescence photobleaching to predict tumor outcome at the level of an individual animal or patient was not explored in these studies.

In the case of Pc 4, work in tumor cell monolayers and very low fluences demonstrated an increase in sensitzer fluorescence in response to irradiation[80]. However, this phenomenon has not been observed in vivo, where several studies have shown that Pc 4 does indeed bleach in response to irradiation [24, 71, 81]. Whether a correlation between photobleaching dynamics and tumor response exists for Pc 4 has not been thoroughly examined. A link between Pc 4 concentration before irradiation, assessed using reflectance spectroscopy, and tumor response was shown in a study by Bai et al[24]. That work demonstrated that pre-PDT Pc 4 concentration at the tumor could be used as a predictor of outcome for individual animals. They also noted a correlation between total Pc 4 photobleaching and tumor response.

In this study[82], we explored the relationship between spectroscopic measurements made during PDT and tumor response in individual tumor-bearing mice. If established, such a relationship would allow prediction of treatment response in individual patients, thereby enabling earlier intervention in those cases where PDT is
likely to fail. To do this, we examined tumor response to Pc 4-PDT at 100 J/cm² using either 50 or 150 mW/cm² and a whole-body photosensitizer concentration of 0.03 mg/kg administered by IT injection. Fluorescence and reflectance spectra were collected before, during, and after PDT in order to quantify the photobleaching of Pc 4 in response to irradiation. The relationship between photobleaching and tumor response was examined for individual animals within both treatment groups and as a pooled group. Correlation between photobleaching and tumor growth delay was found to be statistically insignificant in all cases.

2.3.2 Methods

2.3.2.1 Tumor model

ID mouse mammary EMT6 tumors were initiated on the backs of female BALB/c mice by ID injection of 10⁶ cells. Tumor growth was monitored every 2-3 days. For a period of approximately 2 weeks prior to PDT and spectroscopic measurements, mice were fed a chlorophyll-free diet prepared using the recipe of Holmes et al[72]. Tumors were treated when volumes reached approximately 100 mm³. All experiments were conducted according to the institutional guidelines of the University of Rochester Medical Center and approved by the University Committee on Animal Resources.

2.3.2.2 Photosensitizer administration and light treatment

Powdered Pc 4 was obtained from Dr. Malcolm Kenney at Case Western Reserve University, and was prepared as described previously[83]. Pc 4 was dissolved in a 1:1 solution of ethanol and Cremophor (Cremophor® EL, Sigma-Aldrich, St. Louis, MO) to create a stock solution at a concentration of 2.1 mg/mL. This stock solution was diluted
at a ratio of 1:9 in a 1:1 solution of ethanol and Cremophor, and then further diluted at a ratio of 1:9 in 0.9% saline. This series of dilutions yielded a Pc 4 concentration of 0.021 mg/mL, in a solution consisting of 90% saline, 5% ethanol, and 5% Cremophor. A fresh stock solution of Pc 4 was created on each day for which PDT was delivered.

Prior to light treatment, 35 µL of 0.021 mg/mL Pc 4 was delivered by IT injection at a single site using a 29 gauge needle. Given an average mass of 25 g for mice used in the study, this resulted in a whole body Pc 4 concentration of 0.03 mg/kg. In our experience with this injection vehicle[57, 71], this procedure results in relatively uniform distribution of photosensitizer throughout tumors of this size. Immediately after drug administration, 667 nm PDT treatment light from a diode laser (Power Technology, Alexander, AR) was delivered at either 50 or 150 mW/cm$^2$. The fluence delivered was fixed at 100 J/cm$^2$. Irradiation was interrupted at pre-defined points for approximately 3 seconds in order to perform spectroscopy as described below. Drug-only control animals were given the same Pc 4 injection but were not irradiated, while drug-free controls received neither Pc 4 nor irradiation.

2.3.2.3 Light delivery and spectroscopic measurements

Treatment light, excitation light for fluorescence, and broadband white light for reflectance were delivered to the surface of the tumor using the system shown in Figure 2.1. During a treatment session, PDT irradiation was interrupted at pre-defined fluences with a computer controlled in-line shutter (Mikropack) and fluorescence excitation and broadband light were routed sequentially via an optical switch (Piezosystem Jena). Fluorescence excitation was performed with 639 nm light from a diode laser (Oz Optics,
Ottawa, Ontario, Canada) filtered by a band-pass filter (Z635/20x, Chroma Technology, Bellows Falls, VT). The broadband source was a tungsten-halogen lamp (Avantes). Fluorescence and reflectance spectra were acquired by dedicated, TE-cooled, 16 bit spectrometers (B&W Tek, Newark, DE) using integration times of 2 and 0.5 seconds, respectively. Spectra were captured before, during, and immediately after PDT, as well as 24 hours post-PDT. The fluorescence detection path included a long pass filter (HQ645LP, Chroma). The source and detector fibers on the probe interrogated an overlapping area at the center of the treatment field with a diameter of 3 mm. A custom LabVIEW program (National Instruments) controlled the sequence of PDT irradiation and spectral acquisition.

2.3.2.4 Spectral processing and analysis

Spectra were corrected by background subtraction and division by a measured, wavelength-dependent system response, as described in section 2.2.2.4. Fluorescence spectra were further corrected for the effects of tissue optical properties by dividing the fluorescence by reflectance spectra measured in the same wavelength range and geometry[73]. Effects of PDT-induced changes in optical properties at the fluorescence excitation wavelength were accounted for by dividing the emission spectrum by the measured reflectance at this wavelength raised to the power 0.88. This empirical, probe-specific correction factor was derived from measurements in tissue simulating phantoms, as reported previously[54].

After fluorescence spectra were acquired and corrected, they were fit using a singular value decomposition (SVD) algorithm based on the work of Press et al [74].
The basis spectrum used in fitting was acquired by measuring the fluorescence emission of 0.3 µM Pc 4 in a 5% ethanol, 5% Cremophor, 90% saline solution using a commercial fluorometer (Varian Eclipse, Palo Alto, CA). Fitting followed the SVD scheme found in MATLAB (Mathworks, Natick, MA). The Pc 4 basis was allowed to shift a few nanometers in either direction in order to account for environment-induced changes in fluorescence that were not corrected by the division by reflectance. A Fourier series was used to fit small contributions of unknown origin to the measured fluorescence spectra[54].

In order to quantify Pc 4 photobleaching, the magnitude of the Pc 4 basis returned by SVD fitting of fluorescence was plotted against fluence, normalized to the magnitude of the Pc 4 basis immediately prior to irradiation. A single exponential model of photobleaching was then fit to the degradation of fluorescence,

\[ F(d) = F_0 e^{-kd} + F_B \]  

(2.4)

where \( F(d) \) is the fitted Pc 4 fluorescence at a given fluence, \( d \) (J/cm\(^2\)), \( F_0 \) is the fluorescence prior to irradiation, \( k \) is the photobleaching decay constant, and \( F_B \) is a term representing background fluorescence[84]. Fitting was performed using the MATLAB curve fitting toolbox (Mathworks).
2.3.2.5 Tumor response

Tumor dimensions along three axes were measured every 2-3 days following PDT. The tumor volume was computed assuming an ellipsoidal shape. Mice were removed from the study if the tumor grew to a volume twice that measured immediately before PDT.

2.3.2.6 Statistical analysis

Comparison of photobleaching between the treatment groups was performed using a two-sample paired t-test at each measured fluence point (Origin 7, OriginLab, Northampton, MA). Statistical analysis of tumor doubling times was performed using the same test. The correlations between tumor doubling and photobleaching or reflectance were analyzed by calculating Spearman’s rank correlation coefficients. The coefficients calculated were tested for significance using the test statistic,

\[ t = r \sqrt{\frac{n-2}{1-r^2}} \]  

where \( n \) is the sample size and \( r \) is the Spearman rank correlation coefficient. Statistical significance was determined by comparing the t value to a Student’s t-distribution with \( n-2 \) degrees of freedom[74].

2.3.3 Results

Fluorescence and reflectance were acquired from Pc 4-sensitized EMT6 tumors in vivo before, during, and immediately after irradiation. Typical fluorescence and reflectance spectra are shown in Figure 2.8.
Figure 2.8 Representative (a) fluorescence and (b) reflectance spectra taken in vivo from the same EMT6 tumor illustrate photobleaching of Pc 4 in response to PDT. The pre-Pc 4 reflectance spectrum was taken before administration of Pc 4 and pre-PDT spectra were taken immediately after IT injection of 0.03 mg/kg Pc 4. Post-PDT spectra were taken immediately after conclusion of irradiation (100 J/cm²). Both sets of spectra were background subtracted and corrected for the wavelength-dependent system response. Fluorescence spectra were additionally divided by the corresponding reflectance spectra. Reproduced from [82].
The effect of Pc 4 absorption is evident in the reflectance spectra, with reflectance decreasing markedly around 667 nm after administration of the photosensitizer. Pc 4 photobleaching is visible in both fluorescence and reflectance spectra, with both the magnitude of Pc 4 fluorescence and the relative reduction of reflectance at 667 nm decreasing in response to irradiation. SVD fitting was performed on all fluorescence spectra, using a Pc 4 basis as described above. A typical SVD fit is shown in Figure 2.9.

**Figure 2.9** Results of SVD fitting of a representative fluorescence spectrum taken *in vivo* after IT injection of 0.03 mg/kg Pc 4, but before delivery of treatment light. The Pc 4 basis was created by measuring 0.3 µM Pc 4 in solution using a commercial fluorometer. A 61-term Fourier series was used to fit unknown contributions to the fluorescence. Reproduced from [82].

The spectrum is fit well with the Pc 4 basis, as indicated by the relatively small magnitude of the Fourier terms in the overall fit.

Spectra were also acquired 24 hours after irradiation. The results of this are shown for a representative tumor in Figure 2.10.
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Figure 2.10 Representative fluorescence spectra collected from the same EMT6 tumor *in vivo* before, immediately after, and 24 hours after irradiation (100 J/cm²), as indicated in the legend. All spectra were collected under the same excitation and detection conditions, corrected for background and system response, and divided by the corresponding reflectance spectrum. Reproduced from [82].

As can be seen in the figure, the magnitude of Pc 4 fluorescence is essentially unchanged from immediately after to 24 hours after irradiation. The lack of fluorescence recovery, which we observed with a ten-fold higher injected Pc 4 concentration(5), suggests that a fluence of 100 J/cm² effectively consumes an intratumorally-administered whole-body drug dose of 0.03 mg/kg.

Pc 4 photobleaching was quantified by examining the amplitude of the Pc 4 fluorescence basis returned by SVD fitting, normalized to its amplitude measured immediately before irradiation. A representative bleaching curve for one mouse is shown in Figure 2.11.
Figure 2.11 Photobleaching of Pc 4 fluorescence measured *in vivo* during delivery of 667 nm treatment light at 50 mW/cm^2^. Open circles represent the fit coefficient of the Pc 4 basis obtained from SVD fitting, normalized to the magnitude at the beginning of PDT. The solid line corresponds to a single exponential fit to the measured photobleaching, as shown in Equation 2.4. Reproduced from [82].

In this case, the open circles represent Pc 4 fluorescence measured during irradiation at 50 mW/cm^2^. The solid line shown is the result of fitting Equation 2.4 to the measured data. The quality of the fit is good, indicating that Equation 2.4 is an appropriate empirical model in this case.

Average photobleaching curves were also generated for the two treatment groups. The results of this are shown in Figure 2.12.
Figure 2.12 Degradation of Pc 4 fluorescence due to photobleaching of Pc 4 in response to irradiation at (■) 50 mW/cm$^2$ (n=5) or (●) 150 mW/cm$^2$ (n=5), normalized to pre-PDT fluorescence. The increased rate of photobleaching at 150 mW/cm$^2$ was found to be significant with a significance level of p<0.1. The points marked with an asterisk (*) are fluences for which the difference between fluence rates was significant with a significance level of p<0.05. Error bars are standard deviations of measurements made in n=5 tumors for each group. Reproduced from [82].

Both photobleaching curves are the result of averaging the data from the five animals in each group, and the error bars are the standard deviations. Qualitatively, Pc 4 appears to photobleach more rapidly as a function of fluence for the fluence rate of 150 vs. 50 mW/cm$^2$. Photobleaching curves were compared on a point-by-point basis using a two-sample paired t-test, with the null hypothesis being that the two treatment groups had the same mean. All of the points, with the exception of the normalized pre-PDT value, were found to be significantly different at a significance level of p<0.1. At a significance level of p<0.05, only the points marked with an asterisk in Figure 2.12 were shown to be significantly different.

The results of Pc 4 PDT on tumor regrowth are shown in Figure 2.13.
Figure 2.13 Kaplan-Meier curves illustrating the effects of fluence rate on response of EMT6 tumors to Pc 4-PDT *in vivo*. Curves shown are (□) drug and irradiation free control (n=6); (△) 0.03 mg kg<sup>-1</sup> Pc 4, drug only control (n=5); (►) 0.03 mg kg<sup>-1</sup> Pc 4, 50 mW/cm<sup>2</sup>, 100 J/cm<sup>2</sup> (n=5); (●) 0.03 mg kg<sup>-1</sup> Pc 4, 150 mW/cm<sup>2</sup>, 100 J/cm<sup>2</sup> (n=5). The effect of PDT on tumor growth delay was significant when compared to the effect of drug alone (50 mW/cm<sup>2</sup>, p = 0.019; 150 mW/cm<sup>2</sup>, p = 0.036; combined, p = 0.014). The effect of fluence rate on tumor growth delay between treatment groups was not found to be significant (p = 0.857). Reproduced from [82].

As described in the section 2.3.2.5, animals were removed from the study when their tumor grew to twice its pre-PDT volume. All mice, with the exception of drug-free controls, received the same intratumor injection of 35 µL of 0.021 mg/mL Pc 4 in a 5% ethanol, 5% Cremophor, 90% saline vehicle, corresponding to a whole-body dose of 0.03 mg/kg. As can be seen, no tumors were cured as a result of Pc 4-PDT with this drug concentration, although there was significant tumor growth delay compared to the control cases. Using a paired t-test, the effect of PDT treatment was shown to be statistically significant compared to animals that received Pc 4 without irradiation (50 mW/cm<sup>2</sup>, p = 0.019; 150 mW/cm<sup>2</sup>, p = 0.036; combined, p = 0.014). Pc 4 administration alone had a
modest effect on tumor growth compared to drug-free controls ($p = 0.063$). Irradiance (50 vs. 150 mW/cm$^2$) had no significant effect on tumor growth delay ($p = 0.857$).

$\text{Pc 4 photobleaching curves were fit using Equation 2.4. In order to examine the relation between photobleaching and tumor growth delay, the reciprocal of the fitted } k$ value from Equation 2.4 was plotted against tumor doubling time for each animal. The results of this are shown in Figure 2.14.

![Figure 2.14](image)

**Figure 2.14** Relationship between tumor doubling time and the fluence at which Pc 4 fluorescence photobleaches to $1/e$ of its pre-PDT value for irradiation at fluence rates of (■) 50 mW/cm$^2$ and (○) 150 mW/cm$^2$. Both treatment groups received 100 J/cm$^2$ of irradiation. For the treatment groups taken individually, no significant correlation was found between doubling and bleaching (50 mW/cm$^2$, $p=0.188$; 150 mW/cm$^2$, $p=0.308$). For the data taken as a whole, there was also no significant correlation found between doubling and bleaching ($p=0.977$). Reproduced from [82].

The relationship between doubling time and the fluence at which Pc 4 photobleaches to $1/e$ of its initial value was examined using Spearman’s rank correlation coefficient. Probability values were calculated using Equation 2.5, and these were then converted to $p$ values by treating the calculated values as coming from a Student’s $t$-distribution with n-
2 degrees of freedom. When all PDT-treated mice were combined into one data set, no correlation was found between tumor volume doubling time and the 1/e bleaching fluence, assuming 8 degrees of freedom for the underlying Student’s t-distribution (p = 0.977). When the mice were grouped by treatment irradiance, interesting but relatively weak associations were identified. The Spearman coefficients were \( r = -0.7 \) for the 50 mW/cm\(^2\) treatment group and \( r = 0.6 \) for the 150 mW/cm\(^2\) treatment group. The negative value of the Spearman coefficient for the 50 mW/cm\(^2\) group indicates that there is a decreasing monotonic trend between tumor doubling and the 1/e bleaching fluence, while the positive value for the 150 mW/cm\(^2\) group indicates an increasing monotonic trend. These trends were not statistically significant at a p<0.05 level, but exhibited p-values of 0.188 and 0.308 for the 50 and 150 mW/cm\(^2\) treatment groups, respectively.

Reflectance spectra were also examined for correlation with tumor doubling times. The method followed was the same as that used in the photobleaching analysis, but the metric used was the total measured reflectance at 667 nm before irradiation. This wavelength was chosen because it corresponds to the peak absorption for Pc 4. The results of this analysis are shown in Figure 2.15.
Figure 2.15 Relationship between tumor doubling time and pre-PDT reflectance at 667 nm for all treated animals. Treatment groups were combined because the reflectance measurements being examined were made prior to irradiation. No significant correlation was found between doubling and pre-PDT reflectance at 667 nm (p=0.354).

Since the metric being used was reflectance prior to irradiation, the data from both treatment groups were combined. The Spearman coefficient was calculated to be $r = -0.3283$. Again using the test statistic given in Equation (2) and assuming a Student’s t-distribution with 8 degrees of freedom, no significant correlation was shown between tumor doubling time and measured reflectance at 667 nm prior to irradiation (p = 0.354).
2.3.4 Discussion

Our experiments have shown that Pc 4 bleaches to a significant extent in response to irradiation with a fluence of 100 J/cm\(^2\). For both 50 and 150 mW/cm\(^2\) fluence rates, approximately 80-90% of Pc 4 photobleached during irradiation. Previous studies done in clinical trials of Pc 4-PDT for cutaneous T-cell lymphoma by our research group showed only 30% bleaching at 100 J/cm\(^2\), with a fluence of 200 J/cm\(^2\) increasing bleaching to approximately 50%\[81\]. This study was done at a different photosensitizer concentration than the current study, and Pc 4 was applied topically rather than by IT injection. We therefore conclude that the increased degree of Pc 4 photobleaching observed in the current study is a function of the photosensitizer concentration and the intralesion distribution. Compared to other clinically relevant photosensitizers, particularly PpIX and Photofrin, however, Pc 4 is relatively photostable. For example, Finlay \textit{et al} demonstrated approximately 80% bleaching of initial Photofrin fluorescence \textit{in vivo} in rat skin in response to only 9 J/cm\(^2\) of irradiation at 514 nm\[85\], and for ALA-PpIX in the same system, a similar 80% bleaching fluence was reported\[54\]. Boere \textit{et al} showed approximately 70% bleaching of PpIX for those animals that responded to PDT with a fluence of 50 J/cm\(^2\) and approximately 40% bleaching for those that did not\[21\].

Under the conditions of our experiments, Pc 4 bleached more rapidly with respect to fluence at an irradiance of 150 vs. 50 mW/cm\(^2\). To the best of our knowledge, this is the first such observation with any PDT photosensitizer. Lower irradiances have generally been associated with more efficient photobleaching of PpIX\[54, 55, 86, 87\], which has been hypothesized to result from a reduced consumption of molecular oxygen.
The bleaching of Photofrin \textit{in vivo} exhibited no irradiance dependence\cite{85}. Thus, with the results of this study, all possible irradiance dependencies have been observed experimentally, once again underscoring the complexity of fluorescence-based PDT dosimetry and the need to evaluate each photosensitizer separately.

In our experiments, no improvement in tumor outcome was shown for the 150 mW/cm\(^2\) treatment group, even though bleaching was more efficient at this irradiance. When the tumor responses from both protocols were pooled, neither did we find any significant correlation between Pc 4 bleaching and time to tumor doubling. We conclude that monitoring of Pc 4 photobleaching is unlikely to be a useful predictor of individual tumor response to Pc 4-PDT \textit{in vivo}. When the 50 and 150 mW/cm\(^2\) treatment groups were analyzed separately, weak but intriguing associations were suggested. At the lower irradiance, there was a trend toward improved tumor response with increased photobleaching. On the other hand, tumor growth delays in response to irradiation at 150 mW/cm\(^2\) tended to be increased with decreased loss of Pc 4 fluorescence. One may speculate that these trends, although not statistically significant, suggest interesting differences in photochemistry \textit{in vivo} under these different treatment conditions.

We found no correlation between the total reflectance at 667 nm measured immediately before irradiation and tumor doubling time. This is in apparent disagreement with results reported by Bai \textit{et al} \cite{24}, who demonstrated a significant relationship (p < 0.001) between pre-irradiation Pc 4 concentration and tumor growth delay using a calibrated measurement to convert the area under a measured absorbance curve to Pc 4 concentration. A number of differences exist between the current study and
that reported by Bai et al, which may account for this disagreement. Most importantly, Bai et al administered Pc 4 via tail-vein injection, whereas we used an intratumor injection, almost certainly resulting in different Pc 4 concentrations and intratumor distributions. We note that the tumors studied by Bai et al were also larger than those used in the current study, with a mean tumor volume of 315.3 mm$^3$ versus 115.3 mm$^3$. We did not achieve any cures in either treatment group. In contrast, a previous study by our group showed a >70% cure rate for Pc 4-PDT using IT injection of a 10-fold higher (0.3 mg/kg) sensitizer dose[71]. In that previous study, we noted that Pc 4 fluorescence at the treated site recovered completely 24 hours after irradiation, suggesting to us that aggregated Pc 4 was monomerizing after the bleaching of a fraction of the initial concentration. It therefore seemed reasonable to evaluate a lower injected drug concentration. From Figure 2.10, it can be seen that there is no recovery of Pc 4 fluorescence after irradiation in the current study, indicating that aggregation is not taking place and that the drug is being nearly completely consumed. However, the tumor responses indicate that the 10-fold reduction was too much and that an intermediate IT concentration is likely optimal.

There are a number of possible interpretations for why Pc 4 photobleaching does not predict tumor growth delay in individual animals. More generally, given these data it may be useful to consider the nature of the problem we are asking spectroscopy to address. We offer the following simple picture. We begin by asking, for a typical response to PDT, what is the volume of tumor spared by treatment relative to that
sampled by spectroscopy? Assuming that tumor cells surviving PDT replicate at their
pre-treatment rate, we may express the number of these cells as,

\[ N(t) = N(t_0) e^{k_G(t-t_0)} \]  

(2.6)

where \( N \) is the tumor volume in mm\(^3\), \( t \) is time in days, \( t_0 \) is day of treatment, and \( k_G \) is an empirically-determined growth rate constant. In our case, \( k_G \) is 0.1663 days\(^{-1}\) based on control tumor growth data. Using this growth rate, the average pre-irradiation tumor volume of 115 mm\(^3\), and an average tumor doubling time of 14 days after PDT, we can estimate that approximately 80% of the tumor volume was destroyed by PDT. For the longest observed doubling time of 25 days, this figure increases to 97% of tumor volume destroyed. In these cases, in order for spectroscopy to predict outcome it would be necessary for it to discern differences in fluorescence signals originating from small (20 – 3% in these examples) volumes of tissue. For longer doubling times corresponding to more effective treatments, the fraction of the tumor that spectroscopy would need to report grows even smaller. Because these small populations of surviving cells are likely distributed throughout the tumor volume as microscopic foci, the prediction of tumor response based on volume-averaged fluorescence spectroscopy measurements appears daunting.
Chapter 3

Monte Carlo Simulation of Light Propagation in Turbid Media using GPUs

3.1 Introduction

As discussed in chapter 2, the treatment light field generated during PDT can have a large effect on the outcome of treatment. Given knowledge of the tissue’s optical properties, this light field can be represented by analytical approximations to the radiative transport equation, as will be discussed in chapter 4, or by the use of Monte Carlo (MC) simulations. Analytical approximations require certain assumptions about the behavior of light, and therefore are constrained to specific sets of optical properties. The solution is also highly sensitive to geometry, especially at the boundaries of the tissue. It is therefore attractive to consider MC simulations.

MC simulation of light propagation treats light as a series of photons or photon packets that undergo absorption, scattering, and transmission and reflection at boundaries. Each of these phenomena is handled statistically, based on the optical properties of the sample. If enough photons are run, MC simulation can provide very accurate results. This accuracy has been demonstrated many times[27, 88], and MC is treated as the “gold standard” for simulation of light propagation in tissue. MC simulation has been used extensively in the modeling of light propagation in tissue. There are a number of publically available codes, including MCML by Wang et al[28].
One disadvantage of MC simulation as compared to analytical approximations is the long run-times of the simulations. For typical optical properties and sufficient number of photons, a MC simulation can sometimes take hours or days[89]. This places significant limitations on the use of MC in clinical applications, where results are desired in a matter of minutes or seconds. In order to combat this computational overhead, some research groups have begun to utilize the graphics processing unit (GPU) to speed up simulation. GPUs were originally designed for use in computer graphics, and are therefore very efficient at performing large calculations in parallel. Since each of the individual photon runs within a MC simulation is independent of the others, MC is an ideal candidate for GPU-acceleration. Alerstam et al demonstrated a GPU-based version of the MCML code, with a speed-up of 1000x compared to simulations run on a single CPU core[29]. For complex, 3D samples, Fang and Boas demonstrated a speed-up of 75-300x using a voxel-based representation[30], while Ren et al showed up to a 10x speed-up using a mesh-based representation[31].

In this chapter, we present a GPU-based Monte Carlo framework based on a voxel representation of a 3D tissue sample. Section 3.2 covers the principles of Monte Carlo simulation and outlines the specific steps that were taken to run the code on GPU. In section 3.3, the creation of a number of source and detector MC models that correspond to experimental conditions is covered. These models are more rigorous than previous ones, and attempt to more closely replicate experimental conditions.
3.2 GPU-accelerated Monte Carlo model of light propagation

3.2.1 Principles of Monte Carlo simulation

Wang et al provides an excellent overview of the basic principles of MC simulation[28], which will be outlined here. As previously stated, MC simulation reduces light propagation in tissue to absorption, scattering, and interactions with boundaries. A representation of the MC framework is shown in Figure 3.1.

MC codes are typically divided into analog and variance reduction schemes. In analog MC, light propagation is represented with discrete photons, with absorption events eliminating the photon. These can be computationally expensive, with each photon path requiring launch calculations and tracking. This burden is reduced with variance reduction MC codes, which represent light as photon packets consisting of a collection of individual photons propagating over the same path. This reduces computational overhead, and improves signal-to-noise by propagating multiple photons over the same path. In variance reduction MC, absorption events therefore reduce the weight of the photon packet, rather than eliminating the photon. This weight is set to one at launch, and is reduced at each absorption event following

\[ W_{\text{out}} = W_{\text{in}} \frac{\mu_s}{\mu_a + \mu_s}, \]

where \( W_{\text{out}} \) is the photon packet weight after the absorption event, \( W_{\text{in}} \) is the photon packet weight before absorption, \( \mu_a \) is the local absorption coefficient, and \( \mu_s \) is the local scattering coefficient.
Figure 3.1 Block diagram illustrating the general model for variance-reduction MC simulation.
The photon packet weight deposited in tissue can be converted to fluence by dividing by the local absorption coefficient. Variance reduction MC is used exclusively in all parts of this thesis.

Each photon packet begins by being launched from an appropriate source model. A number of these source models will be discussed in section 3.3. At each step of the simulation, the photon packet moves and undergoes absorption and scattering. These are referred to as Hop, Drop, and Spin, respectively, following the notation of Wang et al[28]. At the end of each simulation step, the current photon weight is compared to some pre-determined threshold value. If the weight is above the threshold, propagation continues to the next simulation step. If the weight is below, the photon packet is subjected to Russian roulette in order to determine its survival. In this technique, the photon packet is given a one in ten chance of survival. If the photon survives, its weight is increased ten-fold and propagation continues. Otherwise, the photon is killed and its weight is reduced to zero. This is done to prevent the propagation of a large number of photon packets with very low weight, while maintaining energy conservation[90]. After a photon is killed, another is launched until the specified number of photon packets has been launched.

Before undergoing absorption, the photon first travels a distance that is determined by the local optical properties and a random number. This pathlength is referred to as the step size, and is quantified by using the definition of the total attenuation coefficient, $\mu_t$,

$$\mu_t = \frac{-d(\ln[P(s \geq s')])}{ds'}$$  \hspace{1cm} (3.2)
where $P$ represents probability and $s$ represents step size[28]. If this expression is integrated over the range $(0, s_1)$, we arrive at an exponential distribution for step size

$$P\{s < s_1\} = 1 - \exp(-\mu s_1). \quad (3.3)$$

where $s_1$ is a step size of a given length. This probability distribution can be sampled using the expression

$$s_1 = \frac{-\ln(\xi)}{\mu}, \quad (3.4)$$

where $\xi$ is a uniformly distributed random number in the range $(0,1]$, with square brackets indicating end inclusion on the specified range. After determination of $s_1$, the photon packet travels this distance in the direction defined by the direction cosines $u_x$, $u_y$, and $u_z$. These direction cosines are defined as the cosine of the angle between the photon trajectory and the respective Cartesian axis in the simulation space.

If the photon packet would encounter a tissue boundary during its travel, consideration of refraction and reflection is required. This is accomplished by computation of the Fresnel reflection coefficient, $R$, for the given index mismatch and angle of incidence, assuming random polarization. A uniformly distributed random number on the range $[0,1]$ is then generated and compared to this intensity-based coefficient. If the random number is less than or equal to $R$ or the angle of incidence is greater than the critical angle, the photon packet is reflected. If the random number is greater, the photon packet is refracted using Snell’s law. In our MC model, we do not split photon packets at boundary interactions.
The final interaction represented in MC simulation is elastic scattering. This consists of changes in the photon packet’s direction of propagation and is again represented using a combination of tissue optical properties and random number generation. The photon scattering consists of two angular components, the deflection angle, θ, and the azimuthal angle, ψ. The value of θ can be determined from a scattering phase function. In this case, we use the Henyey-Greenstein phase function \[ P(\cos \theta) = \frac{1 - g^2}{2(1 + g^2 - 2g \cos \theta)^{3/2}}, \] where \( P \) again represents probability and \( g \) is the average cosine of the scattering angle. This function can be sampled using the expression \[ \cos \theta = \frac{1}{2g} \left[ 1 + g^2 - \left( \frac{1 - g^2}{1 - g + 2g \xi} \right)^2 \right], \] where \( \xi \) is again a random number on the range \([0,1]\). The azimuthal angle is assumed to be uniform in the range \([0,2\pi]\), so its value can be sampled by \( \psi = 2\pi \xi \). These expressions are then combined to determine the new direction cosines.

The code of Wang et al represents tissue as infinitely wide slabs of finite depth[28]. Since we are primarily interested in interstitial applications of MC in complex media, we must represent a three-dimensional tissue volume. This allows for locally varying optical properties and spatially-localized mapping of fluence deposition. Three-dimensional volumes are typically represented with either voxels or meshes. In mesh-based schemes, the sample volume is sub-divided into triangular regions that are defined by the sample geometry. This allows for finer representation of smooth boundaries, but
carries a significant computational overhead for mesh determination and collision
detection. We have therefore chosen to represent 3D volumes by the use of uniform
cuboid voxels, with each voxel storing the absorbed weight at that location and having
independently-definable optical properties. This method has lower up-front
computational cost, and allows for simpler representation of boundaries[30]. This
simplification can result in slight errors close to boundaries[92], so some caution is
warranted in regions that are very close to boundaries.

3.2.2 GPU-based implementation

As mentioned previously, MC simulation is an ideal candidate for translation to GPU.
This transition is eased by the availability of tools for the creation of GPU-based code.
We used NVIDIA’s Compute Unified Device Architecture (CUDA) extensions to C.
However, there are some concerns related to the architecture of the GPU. In order to
illustrate this, we refer to the diagram shown in Figure 3.2.
Figure 3.2 Diagram of GPU architecture illustrating organization of individual threads into blocks. Each block contains shared memory that can only be accessed by threads in that block. Global memory is accessible by all blocks.

The GPU consists of global memory and an array of thread blocks. Each block consists of a number of individual threads, each of which is capable of running a MC simulation. The threads within a block are not completely independent, as they are collected into groups of 32 threads, called warps, at run-time. Each thread has its own local memory, and each block has shared memory that can be accessed by the threads in that block. Reads and writes within the local and shared memories are very fast, but the size of these memories is small. All blocks have access to the large global memory, but transfers between global memory and individual blocks are comparatively slow. On the GPU we use (GeForce GTX 570, NVIDIA Corporation, Santa Clara, California), the size of the global memory is 1280 MB, while the shared memory is only 48 kB. However, the latency and bandwidth are much better for operations involving the shared memory. The global memory must be populated from the system (CPU) memory, which is much
slower than the global to block transfer. Therefore, the usage of memory should be optimized to favor shared memory over global memory, while minimizing transfers between system and global memory.

The GPU architecture, while allowing for massive parallelization of the code, introduces some constraints on the program. The first of these involves branching within the code. As mentioned previously, threads are organized into warps at run-time. Each warp executes common instructions on each of the threads. If the threads diverge (i.e. threads encounter a conditional statement), the warp is paused and threads within that warp are run serially[93]. This can lead to significant slow-down if there are multiple levels of divergence. This can be problematic for MC code, as MC simulations include a large amount of branching to account for the different conditions encountered in independent photon runs. In order to alleviate this issue, we have tried to minimize branching within the code. This was done by forcing certain calculations out of branches and into the main body of the code. For example, in the case of checking for 3D boundary collisions, traditional CPU code uses multiple nested conditional statements to look for the proper collision and distance to interface. With the GPU code, all collisions are computed for each thread, with only a single branch determining which path is taken by each photon.

Another concern involves writing the results of simulations to memory. In order to output results for the entire simulation volume, each thread needs to be able to write deposited fluence to the total absorption array, which is stored in global memory. Since each thread is operating in parallel, there is no guarantee that memory access will occur
in the order in which it is desired. This becomes problematic when multiple threads wish to access the same element of the array at the same time. To ensure that only one thread writes to a specific piece of global memory at a time, atomic operations must be used. These atomic operations guarantee dedicated access to global memory by pausing other threads attempting to access the same location. This results in serial writes being guaranteed, at a significant time penalty. Therefore, writing to global memory is minimized in the code.

Use of highly parallelized GPU codes also requires specialized random number generators for MC simulation. In a traditional CPU-based quasi-random number generator, the random number generated depends upon a seed created from the current time. For the case of highly parallelized code, multiple runs could request a random number at the same time, resulting in them receiving the same number and rendering the runs identical. To avoid this, parallel number generators that do not depend upon a clock-based seed are required. Here, we use the Multiply With Carry method described by Alerstam et al.[29]. Briefly, this method uses a large list of safeprimes (numbers q, where both q and (q-1)/2 are prime) as multipliers in a modulo-division to create a large (2^{64}) list of quasi-random numbers for each thread[94]. This list is generated at run-time for each simulation.
3.3 Source and probe models

Most freely available MC codes utilize simple, off-surface source models. In order to examine problems related to interstitial PDT (iPDT), we have created a number of source and detector models for optical devices embedded in the tissue. Whenever possible, these models have been informed by the known geometry and materials of the device.

3.3.1 Cylindrical diffusing fibers

Cylindrical diffusing fibers (diffusers) are optical fibers in which the distal portion emits light radially along some length. They are designed to provide homogeneous irradiance along the length of the diffusing section. This irradiance is also uniform in all radial directions. These diffusers are used in a number of areas in biomedicine, such as interstitial photocoagulation and interstitial hyperthermia[95]. They are also used prominently in iPDT. However, explicit MC models of cylindrical diffusing fibers have not been created. Previous efforts have treated cylindrical diffusers as linear arrays of ideal point sources[88, 96]. While this makes computation more straightforward than in a more complex model, this description may not be fully accurate. In these linear array models, once photon packets are launched from the linear array of point sources, the effect of the diffuser on the propagation of light is neglected. The sources are treated only as launch points for photon packets, and the effect of the index mismatch between the diffuser and the surrounding tissue is ignored. Photon packets that would re-enter the diffuser are treated as still being in the surrounding tissue, which eliminates the possibility of using linear arrays of point sources to model detectors for spectroscopy. In order to model the detection of photon packets, these packets must be followed through
the diffuser to the detection point. Therefore, a more complete MC model of cylindrical
diffusing fibers is desired.

Our diffuser model, based on a patent by Edward Sinofsky[97], is constructed as shown schematically in Figure 3.3.

![Figure 3.3 Schematic of cylindrical diffusing fiber, showing the four regions that are modeled. Photon packets are launched from the fiber core, with the diffusive medium being treated as having negligible absorption and the cladding being treated as having negligible absorption and scattering. The dielectric reflector is treated as a perfect reflector. Reproduced from [98].](image-url)

It consists of four components: a fiber core, a diffusive medium, a dielectric reflector, and cladding. The fiber core is the 400 µm diameter core of a 0.22 numerical aperture (NA) jacketed optical fiber. The diffusive medium consists of titanium dioxide (TiO$_2$) particles, with an average radius of 14.7 nm and an index of refraction of 2.488, embedded in a clear epoxy (Mastersil 151, Masterbond Inc., Hackensack, NJ) that has a density of 1 g/cm$^3$ and a refractive index of 1.43 [97]. The number density of TiO$_2$ particles providing a uniform axial fluence distribution is determined through simulation, as described below. The reflector is a dielectric stack, which is designed to provide
maximum reflection with minimal heating. The cladding is a 0.25 mm layer of Teflon®
FEP (DuPont, Wilmington, DE) with an index of 1.344 that surrounds the diffusive
medium and dielectric reflector.

Each of these four regions is modeled differently. The fiber core is treated as the
launch point for photon packets, with packets being launched within the NA of the fiber.
The face of the fiber core also serves as the detection point for fluorescence photon
packets. Any fluorescence packet striking the fiber core within the NA of the fiber is
recorded as being detected.

Since the diffusive medium consists only of TiO$_2$ spheres and a clear epoxy, it is
treated as having negligible absorption. Photon propagation within the diffuser is
therefore governed only by scattering. The bulk scattering coefficient ($\mu_s$) within the
diffusive medium depends on the concentration and size of the TiO$_2$ particles and is
assumed to be uniform. This scattering coefficient must be optimized to achieve axially
homogeneous irradiance along the diffuser length. In order to determine the optimal
scattering coefficient for each diffuser length, $\mu_s$ was varied over a series of simulations
and the homogeneity of the axial fluence profile was examined. The optimal value of $\mu_s$
was found by minimizing the deviation from an axially homogeneous fluence profile
along the length of the diffuser.

The cladding layer consists of clear plastic and does not contain any scatterers. It
is therefore treated as having negligible absorption and scattering. Therefore, this layer
only has the effect of inducing Fresnel reflection and transmission. The dielectric
reflector is treated as a perfect reflector.
In simulations, diffusers are specified by their three dimensional coordinates, length and radius of the diffusive region, and the outside radius of the cladding. Also specified are the NA of the fiber core, the scattering coefficient of the diffusive region, and the refractive indices of the diffusive region and cladding. The total fluence to be delivered by the diffuser is specified in units of J/cm. An arbitrary number of these diffusers can be included in the simulation, with each diffuser able to launch photons and detect fluorescence. The diffusers can be oriented arbitrarily, with no requirement that they remain parallel.

For photon propagation, each photon packet is launched at a random location on the specified fiber core at a random angle that is within the NA of the fiber. In the diffusive region, the photon packet propagates by normal MC methods. This includes reflections off of the dielectric reflector and cladding. Since the scatterers present in the diffusive region are much smaller than a wavelength, the scattering can be treated as isotropic (g=0), assuming random orientations of the scatterers and random polarization of the light. Upon transmission into the cladding, propagation continues without scattering or absorption. If the photon is transmitted into the surrounding tissue, propagation is continued as normal with the specified scattering and absorption in the tissue region.

Boundary interaction with the diffuser is done by monitoring the photon position with respect to the coordinates of the diffuser axis. If the current step size of the photon would take it either into or out of a diffuser, the coordinate system is temporarily converted to cylindrical coordinates. A random number is then compared to the Fresnel
reflection coefficient for the boundary. If this random number is less than the reflection coefficient, the photon is reflected and propagation continues. Otherwise, the photon undergoes refraction and then continues propagation. If a photon makes it to the fiber core within the diffuser and is transmitted, the photon weight is recorded as detected.

A study of the detection of fluorescence by cylindrical diffusing fibers using this MC model[98] is described in chapter 5. Details are provided there on the accuracy of the model.

### 3.3.2 Encapsulated optical probe for interstitial diffuse reflectance spectroscopy

The fluence distribution generated by a cylindrical diffusing fiber is strongly dependent on the optical properties of the tissue. We would therefore like a method to determine interstitial optical properties for iPDT treatment planning. A more involved discussion of optical properties and the recovery of them from diffuse reflectance measurements is contained in chapter 4. Here we are primarily concerned with the MC model of the probe used to acquire these measurements.

The optical probe in question consists of six beveled side-firing fibers arranged helically around a central diffuser. All fibers are embedded in an encapsulant and surrounded by a clear cladding. A side-view of this probe is shown in Figure 3.4.
Figure 3.4 Schematic of the custom optical probe used for diffuse reflectance measurements, showing the four regions that are modeled. Photons are launched from, and detected by, the spectroscopy fibers. The diffuser fiber, encapsulant, and cladding are treated as having negligible absorption and scattering, with refraction and reflection at interfaces being the only effects.

The probe is modeled with four different materials: the spectroscopy fibers, the encapsulant, the central diffuser, and the cladding. The spectroscopy fibers are 0.22 NA, 200 µm diameter optical fibers with a 38° bevel at the distal end and an index of refraction of 1.46. Fibers have a polyimide coating, and are silver coated over the last 3.5 mm. The emitting/detecting surface of each fiber is free of both the polyimide and silver coatings. The central diffuser is also a 200 µm diameter optical fiber with an index of refraction of 1.46. The encapsulant is a clear epoxy with negligible scattering and an index of refraction of 1.504, while the cladding has an index of 1.508. The outside diameter of the entire probe is 1.1 mm.
In the simulation space, the optical probe is defined by the Cartesian coordinates of the center of the distal end of the probe. The proximal end of the probe is assumed to extend out of the simulation space. Each of the spectroscopy fibers’ position and orientation is pre-defined, based on specifications provided by the manufacturer of the probe (Pioneer Optics Company, Bloomfield, CT). These are provided in Table 3.1.

<table>
<thead>
<tr>
<th>Fiber Number</th>
<th>Vertical Position Relative to Diffuser (mm)</th>
<th>Pointing angle (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.9</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>3.7</td>
<td>85</td>
</tr>
<tr>
<td>3</td>
<td>5.5</td>
<td>135</td>
</tr>
<tr>
<td>4</td>
<td>7.6</td>
<td>195</td>
</tr>
<tr>
<td>5</td>
<td>9.6</td>
<td>270</td>
</tr>
<tr>
<td>6</td>
<td>10.8</td>
<td>331</td>
</tr>
</tbody>
</table>

**Table 3.1** Relative positions and angles of spectroscopy fibers in optical probe.

During launching of photons from the probe, a random position is selected within the chosen fiber radius at a height equal to the top of the bevel. A photon is then launched within the NA of the fiber, and allowed to reflect off of the beveled surface. After reflection, the photon encounters the interface between the spectroscopy fiber and the encapsulant, and is either reflected or transmitted. If the photon is transmitted, propagation continues in the encapsulant. This region is treated as being free of absorption and scattering, so photons travel in straight-line paths until they encounter the
cladding, triggering another reflection check. If the photon is transmitted, it enters the cladding and continues propagation. Otherwise, the photon continues propagating within the probe, where it can encounter interfaces with the central diffuser fiber and the individual spectroscopy fibers. The index mismatches at these interfaces can cause refraction and reflection, with the last 3.5 mm of each spectroscopy fiber being treated as a perfect reflector due to the silver coating. In the cladding layer, absorption and scattering are also treated as negligible, with boundary interactions being the only factors accounted for.

If a photon re-enters the probe during propagation, it can be scored as detected. This is done by tracking propagation as described above, noting when the photon strikes spectroscopy fibers. If the photon hits the portion of the fiber that is free of coatings within the NA of the fiber and is transmitted, its weight is recorded as detected. This uncoated portion of each fiber is defined as the distal region of the spectroscopy fiber, going from the end of the fiber to the top of the bevel. The detected weight is stored on a per-fiber basis, and written to file after the completion of the simulation. In section 3.2, the time penalty required for atomic operations was discussed. Since we are only interested in the detected fluence, the deposition of fluence within the tissue is not recorded during these simulations. This eliminates a significant number of atomic operations, improving the speed of the simulation in this case.
3.3.3 Isotropic source and detector

For certain applications, we do not need access to multiple source and detector positions. This is particularly true in fluorescence spectroscopy, where a detected signal can be filtered to separate excitation light from emitted fluorescence. This allows for the use of a single, small optical probe for spectroscopy, which is attractive in cases where we are not delivering illumination for PDT. This is accomplished by the use of an isotropic source/detector probe, as shown in Figure 3.5.

![Isotropic source and detector probe](image)

**Figure 3.5** Isotropic source and detector probe. The spherical diffuser has an outside diameter of 850 µm, and is isotropic to within 10%. The optical fiber has a 400 µm diameter core, and the radiomarker band is present for visualization with CT during insertion into a patient.

This probe consists of a 400 µm diameter core optical fiber with 0.37 NA attached to a 0.85 mm diameter spherical diffuser at the distal end. The spherical diffuser is similar in principle to the linear diffuser described previously, but is designed to detect uniformly over its surface rather than produce a homogeneous irradiance profile. This is again accomplished by the use of a scattering medium of the appropriate concentration. The probe detection profile is isotropic to within 10%. The probe also has a radiomarker band...
that is visible by CT imaging. This is especially important because isotropic probes are
typically used deep within the body, where they cannot be positioned visually. The probe
model was designed to correspond to that used in experiments outlined in chapter 6.

Due to the low angular dependence of the isotropic detector, it is modeled more
simply than the previous probes. Photons are launched from the surface of the spherical
diffuser within an angular range limited by the critical angle between the probe and the
surrounding tissue. The position and angle are chosen using uniformly distributed
random numbers that sample the surface of the sphere and the allowed transmission
angles. The weight of the photon packet is adjusted for Fresnel loss at the interface.
During propagation of photons in the tissue, interaction with the un-jacketed optical fiber
is possible. In this case, the optical fiber is treated as having negligible absorption and
scattering, with the only effects being refraction and reflection due to index mismatches.
If a photon packet strikes the surface of the spherical diffuser and is transmitted, it is
scored as detected.

In the scheme eventually implemented in chapter 6, this Monte Carlo model was
not utilized. This was done to reduce computation time during non-linear optimization.
However, there is no reason to believe that a Monte Carlo based method could not
utilized, as was previously done by Finlay et al[99]. In fact, such a model might be
required in certain complex geometries.
Chapter 4

Recovery of Optical Properties from Turbid Media for PDT Treatment Planning

4.1 Introduction

For PDT, the main optical quantities of interest are fluence and fluence rate. Fluence corresponds to the total energy delivered to the treatment volume, while fluence rate corresponds to the amount of energy delivered per unit time. Therefore, we are generally interested in the transport of energy through a medium rather than the rigorous propagation of electromagnetic waves. This energy flow is commonly treated as depending on two factors, absorption and scattering. These factors are quantified by the absorption and scattering coefficients, $\mu_a$ and $\mu_s$, respectively. These coefficients represent the inverse of the mean free path (MFP), or the average distance over which a photon will travel before encountering an absorption or scattering event.

At wavelengths relevant to PDT, absorption in biological tissues is largely due to hemoglobin and water. There can also be contributions from lipids, melanin, and other pigments such as bilirubin[32]. In the case of PDT, the photosensitizer is also an absorber and can have absorption comparable to hemoglobin. Hemoglobin is typically present at a concentration of approximately 150 g/L in blood[100], with a hematocrit of approximately 40% and a blood volume fraction on the order of 4%[101]. Hematocrit refers to the volume fraction of red blood cells in blood, while the blood volume fraction represents the volume percentage of blood in bulk tissue. This results in tissue being
comprised of roughly 1.6% erythrocytes by volume. The absorption of hemoglobin is also dependent on the binding of oxygen, which allows for spectroscopy to determine quantities such as the oxygen saturation of the blood.

Scattering in biological tissue is due to the presence of a large number of refractive index mismatches, and accounts for much of the light-tissue interaction at wavelengths in the red portion of the visible spectrum and NIR. In this wavelength range, the value of the scattering coefficient is much larger than the absorption coefficient, which is what allows for the diffusion approximation that will be discussed later. Whereas $\mu_a$ is on the order of 0.1-10 cm$^{-1}$ for this wavelength range, the scattering coefficient is on the order of 100-1000 cm$^{-1}$[17], with both quantities being wavelength dependent. The relative contributions of scattering and absorption are quantified by the albedo, which is defined as $a = \mu_s / (\mu_a + \mu_s)$. For most biological tissues at wavelengths relevant to PDT, the value of albedo is larger than 0.99. This large albedo can make it difficult to separate the effects of absorption and scattering in the recovery of optical properties. Scattering in biological tissue is further defined by the scattering anisotropy, $g$. This value is the average value of the cosine between the photon path before scattering and the photon path after scattering, and is typically in the range of 0.8 to 0.95 in tissue[17]. The scattering anisotropy is incorporated into the fitting of optical properties by invocation of the reduced scattering coefficient, which is defined as $\mu_s' = \mu_s (1-g)$. The reduced scattering coefficient allows a medium with scattering coefficient $\mu_s$ and scattering anisotropy $g$ to be modeled as a medium with isotropic scattering and a reduced scattering coefficient of $\mu_s'[102]$. 
As the exact values of $\mu_a$ and $\mu_s$ can have a large effect on the illumination pattern generated by a light source, there has been a great deal of effort to extract optical properties from measurements of tissue samples. These methods rely on the detection of light injected into a sample, resolved in either the time or spatial domain. In the time domain, resolution is achieved either through usage of a pulsed source and time-gated detection or through examination of changes in frequency content. By time-gating the detection, “time of flight” for a particular set of photons can be determined, which is related to photon pathlength. This pathlength is in turn related to the scattering of the sample. For examination in the frequency domain, the phase shift and modulation of the frequency-modulated source are used to derive the scattering behavior of the sample[17]. Both of these techniques have been extensively examined, with a number of studies published showing good recovery of optical properties from time[103-105] and frequency based methods[106-108]. Time-resolved techniques suffer from increased instrumental complexity and expense, due to the need for pulsed sources and time or phase sensitive detection.

This thesis focuses on spatially resolved approaches to optical property determination from diffuse reflectance. In this scenario, broadband light is injected into the tissue at a given point on the surface and detected at one or more positions. The exact methods for extracting optical properties from these methods are covered in subsequent sections, but all rely on some model of light propagation in tissue. There has been significant work done on this topic, with numerous studies detailing recovery of optical properties from spatially resolved measurements[39, 109, 110]. Our laboratory has also
done significant work on the recovery of optical properties from surface measurements of 
diffuse reflectance\cite{37, 111, 112}. The main advantage to spatially-resolved diffuse 
reflectance is a reduction in instrumental complexity, which can lead to easier clinical 
implementation. Broadband, spatially-resolved measurements also allow for the 
extraction of information about a larger number of absorbers.

In this chapter, the results of two studies are provided. The first involves the 
extraction of optical properties from diffuse reflectance measurements of freshly excised 
human kidneys. This utilizes the P$_3$ approximation to the radiative transport equation, 
which will be covered in the next section. The second study focuses on the recovery of 
optical properties from reflectance measurements made with a custom interstitial optical 
probe comprised of six fibers arranged helically around a central diffuser. A Monte 
Carlo model of the probe is demonstrated, and experimental verification is performed in 
tissue-simulating phantoms.
4.2 Radiative transport theory and approximate solutions

Due to the turbid nature of biological tissue, two families of approaches to the determination of light propagation through tissue have been developed: multiple scattering theory and transport theory\[36\]. Multiple scattering theory starts with equations governing the electromagnetic field and introduces statistical considerations to account for multiple scattering. This results in a form that is mathematically rigorous, but lacks broad applicability. We therefore focus on radiative transport theory, which is summarized in the equation

\[
\nabla \cdot (\hat{s} L) + \frac{1}{c} \frac{\partial L}{\partial t} = -\mu_t L + \mu_s \int p(\hat{s}, \hat{s}') L(\vec{r}, \hat{s}') d\omega' + \varepsilon(\vec{r}, \hat{s}),
\]

where \( L \) is the radiance, \( \hat{s} \) is the direction of light propagation, \( c \) is the speed of light, \( \mu_t \) is the total attenuation coefficient (\( \mu_t = \mu_a + \mu_s \)), \( \mu_s \) is the scattering coefficient, \( p \) is the scattering phase function, and \( \varepsilon \) is the source function. The radiance is a scalar function defined as the average optical power flux density per unit area per unit solid angle in direction \( \hat{s} \) at a position \( \vec{r} \). The first term on the right side of the equation represents radiance being absorbed or scattering out of the direction \( \hat{s} \)[36]. The second term on the right side represents radiance scattering into the direction \( \hat{s} \) and the third represents sources of radiance.

The scattering phase function, \( p(\hat{s}, \hat{s}') \) is defined as the probability that a photon propagating in the direction \( \hat{s}' \) will be scattered into the direction \( \hat{s} \). This phase function is generally assumed to be a function only of the angle between \( \hat{s} \) and \( \hat{s}' \). The exact form of
this phase function is an active area of research[113], but it can be characterized by the scattering anisotropy, \( g \), which is defined as

\[
g = \int_{4\pi} p(\hat{s}, \hat{s}') d\Omega,
\]

(4.2)

where \( d\Omega \) is the differential solid angle. This scattering anisotropy is the mean cosine of the scattering angle, and a larger value indicates that the medium is more strongly forward scattering. For the purposes of scattering in biological tissue, the scattering phase function is often assumed to have the form,

\[
p(\cos \theta) = \frac{1 - g^2}{(1 + g^2 - 2g \cos \theta)^{3/2}},
\]

(4.3)

where \( g \) is the scattering anisotropy and \( \theta \) is the angle between the original direction of propagation and the direction after scattering. This is known as the Henyey-Greenstein function[91]. This phase function has been shown to be applicable for light propagation in biological tissues[114], and will be used throughout this thesis.

The radiative transport equation is not directly solvable, except for a very limited set of conditions. Therefore, approximations to this equation are often made. This is commonly done by expanding the expressions for the radiance and source as summations

\[
L(\vec{r}, \hat{s}, t) = \sum_{l=0}^{N} \sum_{m=-l}^{l} \left( \frac{2l+1}{4\pi} \right)^{1/2} \varphi_{lm}(\vec{r}, t) Y_{lm}(\hat{s})
\]

(4.4)

\[
S(\vec{r}, \hat{s}, t) = \sum_{l=0}^{N} \sum_{m=-l}^{l} \left( \frac{2l+1}{4\pi} \right)^{1/2} \sigma_{lm}(\vec{r}, t) Y_{lm}(\hat{s}),
\]

(4.5)

where \( \varphi_{lm} \) and \( \sigma_{lm} \) are the moments of the radiance and the source distribution, respectively, and \( Y_{lm} \) are spherical harmonics[37]. The simplest of these approximations
is the $P_1$ approximation, which is equivalent to the diffusion approximation under steady-state conditions. This approximation provides accurate modeling of radiance at distances from the source that are much larger than the photon MFP. However, the diffusion approximation requires a number of limiting assumptions. The largest of these are that the source and detector must be separated by more than 1 transport MFP ($1/\mu_t$), and the albedo must be close to 1 ($\mu_s >> \mu_a$). Further discussion of these and other limitations of the first-order approximations are discussed in detail by Fishkin et al[115].

Due to these limitations, this thesis focuses on the $P_3$ approximation to the radiative transport equation. As stated previously, this involves expanding expressions for the radiance and source distribution to third order. It should be noted that even ordered expansions do not significantly change the degree of anisotropy in the modeled radiance, so only odd ordered expansions are considered[37]. Following the derivation of Hull and Foster[37], we can determine the Green’s function for $P_3$ radiance by first considering the case of an infinite slab source in an infinite medium. This yields a set of four differential equations that can be solved directly. By taking the limit as the slab width goes to zero, the source strength goes to infinity, and the product of source strength and slab width remains constant, while imposing symmetry and continuity constraints, we can express the radiance in the $P_3$ approximation as

$$L(\vec{r}, \hat{s}) = \sum_{l=0}^{3} \Psi_l(r) P_l(\vec{r} \cdot \hat{s}),$$  \hspace{1cm} (4.6)

where $\Psi_l(r)$ are the moments of radiance and $P_l$ are Legendre polynomials. The moments of radiance are given by
\[ \Psi_t(r) = \left[ B^- h_l(-\nu^-)Q_l(-\nu^- r) + B^+ h_l(-\nu^+)Q_l(-\nu^+ r) \right], \quad (4.7) \]

where

\[ \nu^\pm = \left( \frac{\beta \pm \sqrt{\beta^2 - \Gamma}}{18} \right)^{1/2} \quad (4.8) \]

\[ \beta = 27 \mu_a \mu_t^{(1)} + 28 \mu_a \mu_t^{(2)} + 35 \mu_t^{(2)} \mu_t^{(3)} \quad (4.9) \]

\[ \Gamma = 3780 \mu_a \mu_t^{(1)} \mu_t^{(2)} \mu_t^{(3)} \quad (4.10) \]

and \( \mu_t^{(n)} = \mu_a + (1 - g^n) \mu_s \). This simplification of \( \mu_t^{(n)} \) is due to the assumption of the Henyey-Greenstein phase function. \( \nu^+ \) is known as the transient solution, and only contributes significantly at source-detector separations less than approximately 2 transport MFPs. \( \nu^- \) is known as the asymptotic solution, and dominates at larger source-detector separations. The functions \( h_l \) in equation 4.7 are defined as

\[ h_0 = 1 \quad (4.11) \]

\[ h_1(\nu) = -\frac{\mu_a}{\nu} \quad (4.12) \]

\[ h_2(\nu) = -\frac{1}{2} + \frac{3 \mu_a \mu_t^{(1)}}{2 \nu^2} \quad (4.13) \]

\[ h_3(\nu) = -\frac{9 \mu_a \mu_t^{(1)}}{14 \mu_t^{(3)} \nu} + \frac{3 \nu}{14 \mu_t^{(3)}} \quad (4.14) \]

and the functions \( Q_l \) are defined by the recursion relation

\[ Q_l(x) = Q_{l-2}(x) - \frac{2l-1}{x} Q_{l-1}(x) \quad (4.15) \]

with the first two \( Q_l \) given by
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\[ Q_0(x) = \frac{e^x}{x} \]  
(4.16)

\[ Q_1(x) = \left(1 - \frac{1}{x}\right) \frac{e^x}{x} \].  
(4.17)

The constants \( B^- \) and \( B^+ \) in equation 4.7 are defined as

\[ B^\pm = \frac{(\psi^\pm)^2 [3 \mu_s \mu_t^{(1)} - (\psi^\pm)^2]}{12 \pi \mu_s^2 \mu_t^{(1)} [(\psi^\pm)^2 - (\psi^\pm)^2]} \].  
(4.18)

For the purposes of this thesis, we are interested in two boundary scenarios. The first of these is the case of an isotropic point source in an infinite homogeneous medium. The fluence in this case (i.e. the zeroth moment of the radiance) can be found by simply evaluating equation 4.7 for the case of \( l=0 \). This results in the expression

\[ \Psi_0(r) = B^- \frac{e^{-\psi^- r}}{\psi^- r} + B^+ \frac{e^{-\psi^+ r}}{\psi^+ r}, \]  
(4.19)

where \( B^\pm \) and \( \psi^\pm \) are as defined in equations 4.18 and 4.8, respectively. This result will be used in chapter 6 for the recovery of intrinsic fluorescence from distorted spectra.

The other case we are interested in involves the spatially resolved detection of light injected at the surface of a tissue sample. Therefore, we would like to develop an expression for the radially resolved reflectance due to a source at the surface of a sample. In order to do this, we again follow the derivation of Hull and Foster[37]. For the \( P_N \) approximation, \((N+1)/2 \) conditions must be satisfied at each boundary. Since we are considering a single boundary between a semi-infinite medium and a non-scattering air region, the \( P_3 \) approximation requires 2 boundary conditions to be satisfied. Since the \( P_3 \) Green’s function is the sum of two diffusion Green’s functions, one for \( \psi^+ \) and one for \( \psi^- \),
we can satisfy boundary conditions by treating the transient and asymptotic solutions as independent, and solve for the boundary conditions individually. This is done by using an extrapolated boundary approximation to the partial-current boundary condition. This requires that the fluence is equal to 0 at an extrapolated boundary at a height of \( z = z_b \) above the sample surface. For the case of an isotropic point source at depth \( z = z_0 \), this condition is satisfied by inserting a negative image source at a height of \( z = -(z_0 + 2z_b) \).

Under the diffusion approximation, this extrapolated boundary is located at \( z_b = 2AD \), where \( D \) is the diffusion coefficient defined by \( D = 1/[3(\mu_a + \mu_s')] \) and \( A \) is a dimensionless parameter called the internal reflection coefficient. This coefficient represents a modification to the Marshak boundary condition to account for Fresnel reflection at the boundary\[116\], and is discussed in detail by Aronson\[117\].

Since we are treating the \( P_3 \) solution as the sum of two diffusion solutions, the \( P_3 \) boundary conditions require the insertion of two image sources in order to satisfy the extrapolated boundary conditions. This results in a point source at \( z = z_0 \), and image sources at \( z = -(z_0 + 4AD_{\text{trans}}) \) and \( z = -(z_0 + 4AD_{\text{asymp}}) \), where \( D_{\text{trans}} = \mu_a/\nu^+ \) and \( D_{\text{asymp}} = \mu_a/\nu^- \). We can then apply the expression for reflectance,

\[
R_{\text{det}}(\rho; z_0) = \int_{\Omega_{\text{det}}} T_{\text{fresnel}}[\cos^{-1}(\hat{s} \cdot \hat{n})]L(\vec{r}, \hat{s}; z_0)\hat{n} \cdot \hat{s} \, d\Omega ,
\]

in order to determine the detected radiance as a function of \( \rho \), the radial distance from the source, and \( z_0 \), the depth of the buried point source. Here \( T_{\text{fresnel}} \) is the Fresnel transmission coefficient, \( \hat{n} \) is the outward normal, and \( \Omega_{\text{det}} \) is the solid angle subtended by the detector. This expression is evaluated for each of the point and image sources.
specified above by inserting equation 4.6 into equation 4.20. This yields an expression of the form

\[ R(\rho; z_0) = \sum_{l=0}^{3} \frac{2l+1}{4\pi} \Psi_l(\rho; z_0) S_l(\rho; z_0) \]  

(4.21)

for each source. The functions \( S_l \) in equation 4.21 are defined as

\[ S_0(\rho; z_0) = k_1 \]  

(4.22)

\[ S_1(\rho; z_0) = k_2 \left[ \frac{z_0}{(\rho^2 + z_0^2)^{3/2}} \right] \]  

(4.23)

\[ S_2(\rho; z_0) = k_3 \left[ \frac{3z_0^2}{2(\rho^2 + z_0^2)} \right] + k_5 \left[ \frac{3\rho^2}{2(\rho^2 + z_0^2)} \right] - \frac{k_1}{2} \]  

(4.24)

\[ S_3(\rho; z_0) = k_4 \left[ \frac{5z_0^3}{2(\rho^2 + z_0^2)^{3/2}} \right] + k_6 \left[ \frac{15z_0^2\rho^2}{2(\rho^2 + z_0^2)^{3/2}} \right] - k_2 \left[ \frac{3z_0}{2(\rho^2 + z_0^2)^{1/2}} \right] \]  

(4.25)

where \( k_n \) are constants that depend on the numerical aperture of the detector and the refractive-index mismatch at the boundary. Values of these constants are given for a variety of conditions in Hull and Foster[37]. In this case, we show the solution for a buried point source. For the case of the image sources, \( z_0 \) would be replaced by \(-(z_0 + 2AD_{trans})\) or \(-(z_0 + 2AD_{asymp})\).

In order to create an expression for reflectance that depends only on radial distance from the source, the beam incident on the sample surface is replaced by a point source at a depth of \( z_0 = 1/(\mu_a + \mu_s') \), with its strength appropriately adjusted for the effects of Fresnel reflection[109]. This results in an expression for reflectance, \( R(\rho) \), that is defined radially for a given source position and depends on the sample optical properties.
4.3 Optical property measurements of freshly excised human kidneys

Renal parenchymal tumors, most frequently renal cell carcinomas (RCC), represent the sixth most common malignancy diagnosed in men and the eighth most common in women in the United States. In 2012 it was estimated that there were over 64,000 new cases of renal cancer in the United States, with roughly 14,000 deaths occurring from the disease\[118\]. While traditionally these tumors were detected because of gross hematuria, flank pain, and an abdominal mass\[119\], currently fewer than 10\% of patients have these symptoms or signs, and more than half are detected as incidental findings on abdominal imaging performed for unrelated symptoms such as abdominal pain. Most incidentally found renal tumors are fairly small (under 4 cm) and generally have an excellent prognosis with minimally invasive procedures. Traditionally, non-metastatic RCC’s have been treated with curative intent by radical nephrectomy, a major surgery with concomitant post-operative complications and frequently accompanied by worsening overall kidney function.

Over the past 5 years there has been increasing interest in reducing morbidity by the use of minimally invasive techniques\[120\], particularly radiologically driven ones. These have primarily focused on therotherapies, including radiofrequency ablation (RFA)\[121\] and cryotherapy\[122\].

Due to the success that has been achieved with minimally invasive treatments of renal cancers, we have chosen to evaluate the viability of PDT for treatment of these tumors. While it has not been used in clinical scenarios for renal parenchymal tumors, there is little reason to expect, particularly based upon the highly vascular nature of these
tumors, that they would not be amenable – indeed ideal – for PDT approaches combined with state-of-the-art imaging and percutaneous applications. In order to assess the viability of PDT for treating cancers of the kidney, particularly RCCs, we measured the optical properties of freshly excised kidney using diffuse reflectance spectroscopy[123]. These data were then incorporated into treatment planning models for interstitial PDT to assess the feasibility of PDT to treat renal cancers.

4.3.1 Experimental methods and data analysis

White light, steady-state diffuse reflectance spectroscopy was used to extract optical properties from kidney tissue. The system used was previously designed and built in our laboratory[111], and is shown schematically in Figure 4.1.

![Figure 4.1](image)

**Figure 4.1** Spectroscopy system used for diffuse reflectance measurements of freshly excised kidney tissue.

Broadband light from a xenon lamp was delivered to the surface of the tissue via a 400 µm core diameter optical fiber, which is terminated in a custom optical probe (see Figure 4.2).
Figure 4.2 Schematic of the optical probe used in contact with the tissue surface for diffuse reflectance measurements. The source fiber launched broadband light into the tissue, and ten detection fibers, located at distances of 1-10 mm from the source fiber, collected the diffusely reflected signal. Reproduced from [123].

In addition to the fiber for delivery of white light, the probe also contains a linear array of 20 detection fibers (200 µm core diameter) positioned at 1 mm spacings at distances of 1-20 mm from the source fiber. The distal ends of the detection fibers are gathered into a bundle that terminates in a ferrule. At the end of the ferrule, the fibers are arranged into a row and positioned in the focal plane of a 0.275-m imaging spectrograph (SpectraPro - 275, Princeton Instruments/Acton, Acton, MA). The fibers were imaged onto the surface of a thermoelectrically cooled, 512 x 512, 16-bit CCD camera (Pixis512, Princeton Instruments/Acton, Trenton, NJ). Spectral information over the range 630-800 nm was recorded along one axis of the CCD, while detector fiber position was recorded along the other. This allowed for simultaneous collection of spatially-resolved diffuse reflectance spectra from each detector position. For the studies reported here, adequate signal-to-noise was obtained from the first 10 detection fibers, corresponding to source-detector separations of 1-10 mm. We confirmed that these detector positions were sufficient by
systematically deleting data from the most remote fiber and refitting the remaining points until a change in the returned optical properties was observed. For all kidneys analyzed, 5-8 source-detector separations were adequate for accurate recovery of optical properties.

Kidneys used in this study were from patients in the Department of Urology at the University of Rochester Medical Center who were scheduled to receive surgery for kidney cancer. The study, risks, and benefits of participation were presented to subjects, and consent forms approved by the University of Rochester’s Research Subject Review Board were presented to patients at the time of their office visit. Kidneys were collected during surgical nephrectomies, and were handled under the supervision of a pathologist prior to, during, and after diffuse reflectance measurements. Kidneys collected for this study were diagnosed with conventional RCC, RCC papillary type 1, RCC papillary multifocal, oncocytoma, and urothelial carcinoma.

Nephrectomy specimens were brought directly from the operating room to the laboratory for optical measurements. A pathologist performed the initial dissection of the specimen as per standard surgical pathology grossing procedures on a bench adjacent to the diffuse reflectance spectroscopy setup. This ensured a clean, flat-cut surface against which the spectroscopy probe could be positioned with good contact. By visual inspection, the pathologist then identified normal and neoplastic tissue where optical measurements were to be performed. A representative dissected kidney is shown in Figure 4.3.
For diffuse reflectance measurements, the spectroscopy probe was placed in gentle contact with either normal or tumor tissue. Broadband white light was then injected via the source fiber, and detected at the first 10 detector positions. Raw data were corrected for system throughput and fiber cross-talk and then processed through a Savitsky-Golay smoothing filter.

Spectra were analyzed using the $P_3$ approximation as detailed in section 4.2. The $P_3$ approximation was chosen rather than the diffusion approximation due to its validity over a wider range of potential optical properties. At each wavelength, a reflectance expression based on equation 4.21 was used to fit the measured reflectance as a function of radial distance from the source. As mentioned previously, the actual reflectance expression consisted of terms analogous to equation 4.21 for each point source and image source in order to properly fit the boundary conditions. For the measurements performed here, the index of refraction of the tissue was assumed to be 1.4 and the numerical

Figure 4.3 Photograph of a sectioned kidney containing a renal cell carcinoma (RCC). Reproduced from [123].
aperture of the detector was 0.22, resulting in a value of \( A = 2.95 \) [117], and \( k_1 = 0.0775 \), \( k_2 = 0.0771 \), \( k_3 = 0.0766 \), \( k_4 = 0.0761 \), \( k_5 = 0.0005 \), and \( k_6 = 0.0005 \) [37].

For fitting of optical properties, the P\(_3\) model of light transport was fit to the measured, spatially-resolved diffuse reflectance using a constrained nonlinear optimization routine found in the MATLAB optimization toolbox (Mathworks, Natick, MA). The fitting function, \( \chi^2 \), to be minimized was the sum of the squared error between the measured dataset at each wavelength and the P\(_3\) model, scaled by the measured diffuse reflectance at each source-detector separation, as shown in equation 4.26,

\[
\chi^2 = \sum_{j=1}^{10} \left( \frac{(D(r = r_j) - R(r = r_j, \mu_a, \mu_s'))/D(r = r_j))^2}{(D(r = r_j)}) \right)
\]

where \( D(r_j) \) are radially-resolved measurements and \( R(r_j, \mu_a, \mu_s') \) are reflectance values at positions \( r_j \) computed using the P\(_3\) approximation with test optical properties. All 10 source-detector separations, \( r_j \), were used simultaneously to compute \( \chi^2 \) for each set of test optical properties. Constrained minimization was performed using the interior point algorithm included in MATLAB’s fmincon function, with \( \mu_a \) and \( \mu_s' \) extracted as free parameters. The values of \( \mu_a \) and \( \mu_s' \) were both constrained to be positive in the fit, and the value of the scattering anisotropy (\( g \)) was assumed to be 0.85 [17]. The transport scattering coefficient, \( \mu_s' \), was constrained to be monotonically decreasing with increasing wavelength, as this has been demonstrated experimentally [124, 125]. The values of \( \mu_a \) and \( \mu_s' \) corresponding to a minimized \( \chi^2 \) were stored in an array. The
radially-resolved measurement for each wavelength in the data set was analyzed using an identical procedure.

### 4.3.2 Experimental results

We analyzed data from 14 kidneys. Results obtained from two kidneys were not interpretable due to low signal levels. Figure 4.4 shows representative diffuse reflectance spectra acquired from the RCC region of a freshly excised human kidney. The spectra were corrected for measured system throughput, background signal, and cross-talk in the CCD. Individual traces correspond to different source-detector separations on the diffuse reflectance probe, which range from approximately 1 – 10 mm.

![Image](image_url)

**Figure 4.4** Measured diffuse reflectance spectra at the first five source-detector separations collected from a kidney region identified as RCC. Spectra were corrected for measured optical system throughput, background, and cross-talk in the CCD. Individual traces correspond to different source-detector separations on the diffuse reflectance probe, with their locations relative to the source fiber given in the legend. Reproduced from [123].
Optical properties of tumor and normal kidney tissue were extracted at each wavelength by fitting a P$_3$ model of light transport to the measured data using a constrained nonlinear optimization routine as described in section 4.3.1. An example of such a fit is shown in Figure 4.5.

**Figure 4.5** The data points are corrected and normalized diffuse reflectance measurements made at 780 nm in a representative RCC. Each point was acquired at a different source-detector separation ($r$ (mm)). Error bars are the standard deviations of three repeated measurements of the same sample. The fit of the P$_3$ model to these data yielded optical properties of $\mu_a = 0.072$ mm$^{-1}$ and $\mu_s' = 1.40$ mm$^{-1}$.

Reproduced from [123].

The individual data points are corrected and normalized diffuse reflectance measurements made at 780 nm in a representative RCC. Each point was acquired at a different source-detector separation ($r$ (mm)) using the probe as described above. The fit shown in Figure 4.5 yielded optical properties of $\mu_a = 0.072$ mm$^{-1}$ and $\mu_s' = 1.40$ mm$^{-1}$.
By analyzing spatially resolved reflectance at each measured wavelength, absorption and scattering spectra over the measured spectral range were determined for each kidney sample. Examples from two lesion types are shown in Figure 4.6.

**Figure 4.6** Values of (a) $\mu_a$ and (b) $\mu_s'$ extracted from fitting the P$_3$ model to measured diffuse reflectance spectra from a kidney diagnosed with RCC. (c) and (d) are $\mu_a$ and $\mu_s'$, respectively, extracted from fitting the P$_3$ model to measured diffuse reflectance spectra from a urothelial carcinoma and adjacent normal parenchyma. Reproduced from [123].

In these two cases, $\mu_a$ was lower in the tumor than in the normal kidney tissue. However, this trend was not reproducible across all of the kidney samples (data not shown). The spectra exhibit decreased absorption and scattering with increasing wavelength, as
expected. The absorption feature near 759 nm corresponds to a peak characteristic of deoxyhemoglobin.

The recovered values of $\mu_a$ ranged from 0.016-0.14 mm$^{-1}$ for RCC conventional, 0.003-0.22 mm$^{-1}$ for oncocytoma, 0.02-0.062 mm$^{-1}$ for urothelial carcinoma, 0.14-0.31 mm$^{-1}$ for RCC, papillary type 1, 0.5-0.75 mm$^{-1}$ for RCC, papillary multifocal, and 0.017-0.13 mm$^{-1}$ for kidney parenchyma. The recovered values of $\mu_s'$ ranged from 0.48-1.92 mm$^{-1}$ for RCC conventional, 1.23-2.5 mm$^{-1}$ for oncocytoma, 1.06-1.33 mm$^{-1}$ for urothelial carcinoma, 0.25-0.3 mm$^{-1}$ for RCC, papillary type 1, 1.32-1.83 mm$^{-1}$ for RCC, papillary multifocal, and 0.11-5.51 mm$^{-1}$ for kidney parenchyma. These recovered optical properties yielded values of the transport albedo $\alpha' \equiv \mu_s'/(\mu_a + \mu_s')$ that ranged from 0.49-0.99. The recovery of transport albedos lower than 0.98 indicates that the $P_3$ approximation was an appropriate choice over the diffusion approximation.

### 4.3.3 Monte Carlo model

PDT of renal tumors would be performed by introducing an optical fiber or fibers directly into the tumor under image guidance. Simulations of light propagation in tissue from cylindrical diffusing tip fibers were performed using the MC code discussed in chapter 3[98].

MC simulations were used to model two scenarios. The first consisted of an ellipsoidal tumor embedded in normal kidney. The tumor had equatorial radii of 1.1 cm and a polar radius of 1.3 cm, with a semi-infinite region of normal kidney tissue surrounding it. This tumor size was determined by averaging measured tumor dimensions from clinical images, and assuming an ellipsoidal tumor shape. In this case,
optical properties used were those extracted from P₃ fits to measured diffuse reflectance in both normal kidney and tumor tissue, with each being assigned to the appropriate region of the sample. Based on the treatment wavelengths used for currently available and anticipated PDT photosensitizers, simulations were run at 630, 652, 670, 692 and 780 nm for each kidney sample.

The second model consisted of a homogeneous tissue sample, comprised of either normal kidney or tumor tissue. Optical properties were set uniformly to match those extracted from P₃ fits to measured diffuse reflectance in normal or tumor tissue. Simulations of both normal and tumor tissue were run at 50 discrete wavelengths from 630 to 800 nm for each kidney sample. This allowed for modeling of a characteristic light propagation distance at each of the measured wavelengths.

For all MC simulations, 1,000,000 photon packets were launched from a 2-cm-long diffuser. In all cases, the tissue sample was represented with a 100 x 100 x 100 grid of cuboid voxels, each with dimensions of 0.026 cm. A Henyey-Greenstein phase function with \( g = 0.85 \) was used for all simulations.

4.3.4 Monte Carlo simulation results

Monte Carlo simulations of light propagation from cylindrical diffusing fibers were run using the optical properties extracted from each of the kidney samples. A representative fluence distribution generated by the delivery of 100 J cm\(^{-1}\) of 630 nm light from a 2-cm-long diffuser is shown in Figure 4.7.
Figure 4.7 3D rendering of the simulated fluence distribution around an optical fiber with the proximal end of a 2-cm-long diffusing segment of the fiber positioned at $z = 0.3$ cm above the boundary separating the tumor and normal tissue regions. Tumor optical properties were set to $\mu_a = 0.062$ mm$^{-1}$, $\mu_s' = 1.34$ mm$^{-1}$, and $g = 0.85$, which correspond to values extracted from an urothelial carcinoma at 630 nm, as shown in Figure 4.6 (c, d). Reproduced from [123].

This wavelength corresponds to the long wavelength absorption maximum of the FDA-approved photosensitizer Photofrin. The figure shows fluence deposited in the surrounding tissue using optical properties that were derived from a kidney diagnosed with urothelial carcinoma. In order to examine this fluence distribution more carefully, cuts were made through the fluence distribution perpendicular to the diffuser axis. The results of this are shown in Figure 4.8a for a 2-cm-long diffuser delivering 100 J cm$^{-1}$, with each contour line corresponding to a fluence increment of 50 J cm$^{-2}$. The outer black line in the figure represents the boundary between tumor and normal tissue, as described previously. The inner black line represents the boundary between tumor tissue and the diffuser.
Figure 4.8 Contour plots of cuts through simulated fluence distributions around a 2-cm-long diffusing fiber at (a) 630 nm and (b) 780 nm, with a total fluence of 100 J cm\(^{-2}\) delivered. Each contour line corresponds to a fluence increment of 50 J cm\(^{-2}\). The simulated volume consists of an ellipsoidal tumor region, with equatorial radii of 1.1 cm and a polar radius of 1.3 cm, surrounded by a semi-infinite region of normal tissue. The boundary between tumor and normal tissue is shown as the outer black line; the boundary with the diffuser is shown as the inner black line. The optical properties correspond to values extracted from the tumor and normal regions of a kidney diagnosed with urothelial carcinoma, as shown in Figure 4.6 (c, d). Reproduced from [123].

Figure 4.6 reproduces in human kidney the well known observation that absorption and scattering in tissue both decrease with increasing wavelength in this spectral range. It is therefore appealing to consider the use of photosensitizers with longer wavelength
absorption in iPDT of the kidney. This potential is shown in Figure 4.8, where fluence deposition is modeled at 630 and 780 nm. At the longer wavelength the penetration of light is greatly improved compared to 630 nm. For a delivered fluence of 100 J cm\(^{-1}\), \(\sim 20\%\) of the tumor volume received a light dose of at least 50 J cm\(^{-2}\) at 630 nm. This increased to approximately 50\% of the tumor volume at 780 nm. Additionally, nearly 30\% of the tumor received a light dose of 100 J cm\(^{-2}\) or more at 780, compared to \(\sim 11\%\) at 630 nm. This trend was reproducible across all samples, with the percentage of the tumor receiving a prescribed light dose increasing by an average of 2.2-fold as a result of changing the wavelength from 630 to 780 nm. Increasing the fluence delivered by the cylindrical diffuser to 600 J cm\(^{-1}\) extends the 50 J cm\(^{-2}\) contour to the simulated boundary of the tumor (not shown).

In order to describe a characteristic distance of light propagation from a cylindrical diffusing fiber, MC simulations were run using homogeneous optical properties in a semi-infinite tissue volume surrounding a 2-cm-long diffuser. A zeroth order modified Bessel function of the second kind, \(K_0\), is a useful analytic approximation to light emitted from an infinitely long cylinder. Thus, a function of the form

\[
\phi(r) = K_0(r / \delta)
\]  

was fit to radially averaged cuts through simulated fluence distributions at the axial midpoint of the diffuser. Here, \(\phi(r)\) is the fluence at radial position \(r\), \(K_0\) is a zeroth order modified Bessel function of the second kind, and \(\delta\) is a characteristic light propagation distance, which we define as the distance from the diffuser over which light
is attenuated to ~ 40% of its value at the fiber surface. A representative fit to a simulation run with $\mu_a = 0.017 \text{ mm}^{-1}$ and $\mu_s' = 1.55 \text{ mm}^{-1}$ is shown in Figure 4.9.

![Figure 4.9 Results of fitting a zeroth order modified Bessel function of the second kind, $K_0$ (equation 4.27), to a cut through the simulated fluence around a 2-cm-long diffuser. The fluence plotted is the radially averaged simulated fluence at the axial midpoint of the diffuser. Optical properties were set to $\mu_a = 0.017 \text{ mm}^{-1}$, $\mu_s' = 1.55 \text{ mm}^{-1}$, and $g = 0.85$, which correspond to values extracted from a representative RCC at 780 nm. From such fits, the characteristic propagation distance, $\delta$, is obtained. Reproduced from [123].](image)

The optical properties used correspond to values extracted from a typical RCC at 780 nm. The fit shown is typical and of good quality. The $\delta$ value extracted from this fit was 3.43 mm. The results of this are shown in Figure 4.10 for optical properties from a typical kidney diagnosed with RCC.
Figure 4.10 Simulated light propagation distance, δ, based on Bessel function fit to the simulated radial distribution of fluence in Figure 4.9, for a kidney diagnosed with RCC. Reproduced from [123].

An increased penetration depth with increasing wavelength was found for all measured tumor samples. The mean penetration depths for the five tumor types in this study and for the normal kidneys are collected in Table 4.1 for five wavelengths selected for relevance to clinical PDT.
<table>
<thead>
<tr>
<th>λ (nm)</th>
<th>630 (Photofrin)</th>
<th>652 (Foscan)</th>
<th>670 (Methylene Blue)</th>
<th>692 (BPD)</th>
<th>780 (Next generation)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diagnosis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conventional</td>
<td>1.28±0.91</td>
<td>1.77±1.04</td>
<td>1.85±1.02</td>
<td>2.15±1.15</td>
<td>2.78±1.21</td>
</tr>
<tr>
<td>(n = 9)</td>
<td>(0.38-2.67)</td>
<td>(0.86-3.72)</td>
<td>(0.97-3.83)</td>
<td>(1.09-4.48)</td>
<td>(1.31-5.19)</td>
</tr>
<tr>
<td>Oncocytoma</td>
<td>1.65±1.85</td>
<td>2.10±2.35</td>
<td>2.30±2.60</td>
<td>2.57±2.91</td>
<td>3.17±3.54</td>
</tr>
<tr>
<td>(n = 2)</td>
<td>(0.34-2.96)</td>
<td>(0.44-3.76)</td>
<td>(0.46-4.14)</td>
<td>(0.51-4.63)</td>
<td>(0.66-5.67)</td>
</tr>
<tr>
<td>RCC, Papillary Type 1</td>
<td>1.11</td>
<td>1.25</td>
<td>1.32</td>
<td>1.51</td>
<td>1.84</td>
</tr>
<tr>
<td>(n = 1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCC, Papillary Multifocal</td>
<td>-</td>
<td>0.49</td>
<td>0.51</td>
<td>0.56</td>
<td>0.66</td>
</tr>
<tr>
<td>(n = 1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urothelial Carcinoma, Low-grade Papillary</td>
<td>1.95</td>
<td>2.23</td>
<td>2.43</td>
<td>2.88</td>
<td>3.68</td>
</tr>
<tr>
<td>(n = 1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kidney Parenchyma</td>
<td>1.70±0.30</td>
<td>1.92±0.36</td>
<td>1.92±0.58</td>
<td>2.49±0.78</td>
<td>3.72±1.31</td>
</tr>
<tr>
<td>(n = 14)</td>
<td>(1.47-2.29)</td>
<td>(1.24-2.41)</td>
<td>(1.00-2.92)</td>
<td>(1.66-4.36)</td>
<td>(2.15-6.73)</td>
</tr>
</tbody>
</table>

**Table 4.1** Mean characteristic light propagation distances, in mm, at five selected wavelengths, separated by diagnosis. Wavelengths were selected to correspond with the absorption peaks of Photofrin (630 nm), Foscan (652 nm), methylene blue (670 nm), benzoporphyrin derivative (BPD, 692 nm), and next-generation photosensitizers (780 nm). Uncertainties shown are standard deviations over multiple samples, and values in parentheses indicate range over multiple samples. Reproduced from [123].
4.3.4 Discussion

Renal parenchymal tumors, most frequently renal cell carcinomas (RCC), are increasingly being detected earlier as incidental radiological findings. These tumors are often detected when they are small enough such that radical nephrectomy, either by open surgery or laparoscopy, is not necessary. Patients with only one kidney, with bilateral disease, or who are too frail to undergo surgery are not normally treated by nephrectomy. Minimally invasive, kidney sparing therapies based on percutaneous approaches such as RFA and cryotherapy have their own limitations, particularly in well perfused organs like the kidney. There is therefore a compelling rationale for considering image-guided, interstitial PDT in this context, and this motivated the study of the optical properties of RCC, other less common lesions, and normal kidney parenchyma.

The characteristic propagation distance, $\delta$, which we have defined, corresponds to the distance in the tissue at which the deposited fluence falls to ~40% of the maximum value immediately adjacent to the fiber. The propagation distances shown in Table 4.1 translate to diameters around a single diffuser of ~2.6 mm at 630 nm to 5.6 mm at 780 nm. It is important to emphasize that this does not define the zone that can be treated effectively. As illustrated in Figure 4.8, the area that receives a specified, clinically relevant fluence is typically larger than the characteristic propagation distance. Also, as suggested above, multiple diffuser fibers can be used to treat a larger volume. This is commonly done in PDT treatment of the prostate[126], where fibers are inserted on a grid specified by a template, with an approximate spacing of 5-7 mm between diffusers. The size and arrangement of this grid can be tailored to fit the tumor of an individual patient.
The heterogeneity in tumor optical properties reported in this study provides strong rationale for direct pre-treatment optical property determinations using interstitial optical fiber-based spectroscopy.

The wavelengths used for MC simulation were chosen to correspond to the absorption maxima of several clinically relevant PDT photosensitizers. The wavelength of 630 nm corresponds to Photofrin, a porphyrin photosensitizer, which is currently approved to treat a number of diseases, including esophageal, endobronchial, and bladder cancers and Barrett’s esophagus with high grade dysplasia[1, 2]. Foscan, also known as Temoporfin or mTHPC, has an absorption maximum of 652 nm, and is approved in Europe for recurrent, inoperable head and neck cancers, and is being investigated in ongoing clinical trials for the treatment of other neoplastic conditions[2, 48]. Simulations performed at 670 nm were chosen to correspond to the absorption of photosensitizers such as HPPH or methylene blue. HPPH has been used in the treatment of thoracic malignancies[127, 128], Barrett’s esophagus[129], and early cancers and precancers of the oral cavity[130]. Methylene blue is FDA-approved as a diagnostic dye and is the only known treatment for methemoglobinemia. Methylene blue has also been used successfully as a photosensitizer in a number of PDT studies[66-68]. Benzoporphyrin derivative (BPD), also known as verteporfin, has an absorption maximum of 692 nm and is approved worldwide for the treatment of age-related macular degeneration[1]. The wavelength of 780 nm was chosen to correspond to the absorption of some emerging photosensitizers, such as TOOKAD[131] and others still in preclinical development[132], which are designed to take advantage of increased penetration of light in this spectral
range. Based on our findings, these next-generation sensitizers with high absorption at 780 nm and beyond would be favorable candidates for clinical trials of interstitial PDT of renal cancers.

We conclude that image-guided, interstitial PDT in selected populations of patients with kidney tumors is feasible and should be considered a viable treatment option.
4.4 Determination of optical properties by interstitial spectroscopy using a custom fiber optic probe

A great deal of progress has been made on the determination of optical properties from surface measurements of diffuse reflectance. As outlined in the introduction, as well as in chapter 2 and section 4.3 of this thesis, surface spectroscopy measurements can yield accurate values for \( \mu_a \) and \( \mu_s' \). These techniques are limited in their applicability, however, due to the requirement that the tissue in question be accessible to surface measurements. Due to the absorptive and highly scattering nature of tissue, light propagation is limited to regions that are close to the source and detectors. An excellent analysis of the regions sampled by steady-state diffuse reflectance for a particular source-detector configuration is provided by Feng, Zeng, and Chance[133]. In the weak absorption limit, they give \( z = \frac{d \sqrt{2}}{4} \) as the maximum depth of sensitivity, where \( d \) is the source-detector separation. In the strong absorption limit, this maximum depth changes to \( z = \frac{d}{\sqrt{2 \mu_{\text{eff}}}} \), where \( \mu_{\text{eff}} \) is the effective attenuation coefficient and is defined as

\[
\mu_{\text{eff}} = \sqrt{3 \mu_a (\mu_a + \mu_s')}
\]

For a source-detector separation of 10 mm (the largest separation used in the previous section), this yields a maximum depth sensitivity of approximately 3.5 mm.

In iPDT, optical fibers are used to deliver illumination for PDT deep within the body. Therefore, a scheme for determination of optical properties deep within the body is required. There has been a good deal of work done on this topic, with solutions being
roughly separated into two categories. The first of these uses separate spectroscopy fibers that are inserted into the tumor at a prescribed spacing. Due to the relatively large separation of these spectroscopy fibers, a diffusion model of light propagation is generally used to fit optical properties based on detected light\cite{40}. An alternative implementation of this uses the treatment fibers to deliver and collect spectroscopy light\cite{126}. The other broad category of interstitial spectroscopy techniques uses a single encapsulated probe, but requires extensive calibration with a large library of optical phantoms\cite{38, 39}. These techniques do not rely on models of the probe or light propagation, but instead use empirical calibrations.

We are primarily interested in treating bulky tumors deep within the body. In these scenarios, the insertion of multiple fibers can be undesirable. Even for a large tumor that is easily accessible to multiple fibers, the insertion of additional spectroscopy fibers increases clinical complexity and increases the risk of complications. For certain treatment regimes, insertion of multiple spectroscopy fibers might not be possible. One neoplasm we are considering for PDT is cholangiocarcinoma, which is a malignancy of the bile ducts. To treat this with PDT, a single fiber would be inserted into the bile duct. Therefore, we would like a spectroscopy scheme that also consists of a single probe that can be inserted along the same track as the treatment fiber.
4.4.1 Probe design and Monte Carlo model

The custom optical probe (Pioneer Optics Company, Bloomfield, CT) used to perform interstitial optical property recovery is shown in Figure 4.11.

![Figure 4.11](image)

**Figure 4.11** (a) Side view of custom optical probe showing helical arrangement of spectroscopy fibers. (b) Cross-section of optical probe showing radial placement of fibers. (c) Photograph of optical probe showing fiber positions, silver coating, and central diffuser.

The probe consists of six side-firing, beveled optical fibers arranged helically around a central diffuser, surrounded by an encapsulant. Each of the fibers points in a different radial direction, and is capable of functioning as either a source or detector. Each spectroscopy fiber is beveled at a 38° angle, has a polyimide coating along its length, and silver coating at the tip. A small region at the tip of each fiber is free of both coatings to allow for transmission of light. Details on the arrangement of these fibers is given in chapter 3.
For a typical measurement, spectroscopy light is emitted from one of the fibers and detected sequentially at the other fibers. This is performed using the system shown in Figure 4.12.

![System diagram for interstitial diffuse reflectance spectroscopy](image)

**Figure 4.12** System diagram for interstitial diffuse reflectance spectroscopy

In this arrangement, broadband white light is delivered by either fiber 1 or 6, and detected by fibers 2-5. Further details about individual components can be found in section 4.4.4.

In order to determine optical properties, a MC model of the spectroscopy probe was developed, as outlined in chapter 3. This probe model incorporates the spectroscopy fibers, the central diffuser, the encapsulant, and the cladding. Photon packets are launched from the specified spectroscopy fiber, and detected at the other fiber positions, with the detected photon weight being recorded for each detection fiber. This detected weight is then normalized to the weight detected at the fiber closest to the source.
A library of simulated detection profiles was generated for optical property recovery. The library was generated by running simulations that launched photon packets from fiber 1 and detected at fibers 2-5. This was done to match experimental conditions. The optical property library consists of simulations run at 64 values of $\mu_a$, ranging from 0.0001 – 2 cm$^{-1}$, and 60 values of $\mu_s$, ranging from 1-180 cm$^{-1}$, for a total of 3840 combinations of optical properties. For all simulations, a Henyey-Greenstein phase function was assumed, with a value of $g = 0.73$, which was chosen to match the value of the anisotropy coefficient for Intralipid at a wavelength of 630 nm[134]. All simulations were run with 10,000,000 photon packets.

4.4.2 Optical property recovery algorithm

The recovery of optical properties from measured data is performed in three steps: 1) constrain $\mu_{\text{eff}}$, 2) fit $\mu_a$ and $\mu_s'$ using the value of $\mu_{\text{eff}}$ determined in step 1, and 3) fit $\mu_a$ and $\mu_s'$ spectra with known absorption and scattering spectra shape. In the first step, the value of $\mu_{\text{eff}}$ is constrained by fitting the measured data at each wavelength with an expression of the form

$$\varphi(r) = e^{-\alpha r}, \quad (4.28)$$

where $\varphi$ is the normalized detected fluence, $\alpha$ is a constant related to $\mu_{\text{eff}}$ as shown in Figure 4.14, and $r$ is the distance from the source to detector fiber along the cylindrical surface of the probe. Since the fiber positions and probe diameter are known, these distances can be computed directly. A typical fit, in this case for simulated data, is shown in Figure 4.13.
This value of $\alpha$ is then converted to $\mu_{\text{eff}}$ through a simulation library. In order to generate this library, simulations were run at a wide variety of $\mu_{\text{eff}}$ values. For each simulation of a known $\mu_{\text{eff}}$, the value of $\alpha$ was found by fitting equation 4.28 to the simulated data. After this was performed for all simulations, a second-order Fourier series was then fit to the relation between $\alpha$ and $\mu_{\text{eff}}$, as shown in Figure 4.14. The mathematical form of this fit is not of particular scientific interest, but is simply used to smooth the data.
Figure 4.14 Conversion of $\alpha$ to $\mu_{\text{eff}}$, determined by equation 4.28 to simulated data.

Constraining $\mu_{\text{eff}}$ is required in order to remove ambiguities in the simulation library. In order to directly fit measured data to the simulation library, one would minimize an expression of the form

\[ \chi^2 = \sum_{d=2}^{5} [\varphi_m(r_d) - \varphi_{MC}(r_d, \mu_a, \mu_s')]^2 \]

(4.29)

at each wavelength, where $\varphi_m$ is the measured, normalized fluence detected at detector position $r_d$ and $\varphi_{MC}$ is the simulated, normalized fluence detected at detector position $r_d$ with optical properties $\mu_a$ and $\mu_s'$. Here $\mu_s'$ is used due to the relatively large source-detector separations employed. However, this results in the scenario shown in Figure 4.15.
Figure 4.15 Fitting simulated data to full simulation library. The grey region represents local minima in optimization of equation 4.29. The grey region in the plot represents combinations of $(\mu_a, \mu_s')$ that generate a local minimum in equation 4.29. As can be seen, there is not one unique solution to the minimization, but a family of equally valid solutions. By inserting the constraint on $\mu_{eff}$, we can determine a unique solution to the problem, as shown in Figure 4.16.
Figure 4.16 Fit to full simulation library with $\mu_{\text{eff}}$ curve overlaid. The black region corresponds to values of $\mu_{\text{eff}}$ that are within 5% of that determined in step 1 of the algorithm. The overlapping portion of the curves is shown filled by horizontal lines.

This is done by minimizing equation 4.29 as described previously, but only considering entries in the simulation library with a $\mu_{\text{eff}}$ value that is within 5% of the $\mu_{\text{eff}}$ found in step 1 of the fitting algorithm. Doing so creates a region, composed of the overlapping portion of the black and grey curves shown filled by horizontal lines in Figure 4.16, over which we can find the optimum values of absorption and scattering coefficient. This results in plots of $\chi^2$ vs. $\mu_a$ and $\chi^2$ vs. $\mu_s'$ such as those shown in Figure 4.17.
Figure 4.17 Determination of (a) $\mu_a$ and (b) $\mu_s'$ from constrained minimization of equation 4.29. Open circles represent $\chi^2$ values for combinations of $\mu_a$ and $\mu_s'$ in the simulation, while solid lines represent a seventh-order polynomial fit to these data. The appropriate optical property combination is found by looking for the minima in these fits.

For both $\mu_a$ and $\mu_s'$, a seventh-order polynomial is fit to the curves shown in Figure 4.17 in order to determine the optimum values of the optical properties. As an error check, these determined values, $\mu_{a,\text{fit}}$ and $\mu_{s,\text{fit}}'$, are used with the value of $\mu_{\text{eff}}$ from step 1 of the algorithm to calculate

$$
\mu_{a,\text{calc}} = \frac{1}{2} \left( -\mu_{s,\text{fit}}' + \sqrt{(\mu_{s,\text{fit}}')^2 + \frac{4}{3} \mu_{\text{eff}}^2} \right),
$$

(4.30)

$$
\mu_{s,\text{calc}}' = \frac{\mu_{\text{eff}}^2}{3 \mu_{a,\text{fit}}} - \mu_{a,\text{fit}}'.
$$

(4.31)

If these calculated values, $\mu_{a,\text{calc}}$ and $\mu_{s,\text{calc}}'$, are different from $\mu_{a,\text{fit}}$ and $\mu_{s,\text{fit}}'$ by more than 20%, the data for this wavelength are thrown out, and fitting proceeds to the next wavelength. This is done to exclude data for which $\mu_{\text{eff}}$ is not known well enough to generate curves of comparable quality to those shown in Figure 4.17.
The final step of the algorithm involves fitting the values of $\mu_a$ and $\mu_s'$ found in step 2 with the known spectral shapes of the absorbers and scatterers present. To do this, the $\mu_s'$ spectrum is first fit with

$$
\mu_s'(\lambda) = a\left(\frac{\lambda}{\lambda_0}\right)^{-b},
$$

(4.32)

where $\lambda$ is the wavelength in nm, $\lambda_0$ is a fixed normalization wavelength, and $a$ and $b$ are coefficients in the fit. For the results shown in this chapter, $\lambda_0$ was set to 600 nm. The values of $a$ and $b$ are constrained to be positive in the fit. Using the $\mu_{\text{eff}}$ spectrum found in step 1 and this fitted $\mu_s'$ spectrum, the $\mu_a$ spectrum is re-calculated using equation 4.30. This is done to remove cross-talk between absorption and scattering, since the scattering spectrum is known to be smooth. Finally, the absorption spectrum is fit with a superposition of known absorption basis spectra using a non-linear optimization.

### 4.4.3 Recovery of optical properties from simulated data

In order to test the recovery of optical properties at single wavelengths, a series of simulations were run with 10 values of $\mu_a$ ranging from 0.1-2 cm$^{-1}$ and 7 values of $\mu_s'$ ranging from 10-80 cm$^{-1}$, with a value of $g = 0.73$ and 10,000,000 photon packets launched per simulation. The exact values of $\mu_a$ and $\mu_s'$ were chosen so as not to correspond with any of the ($\mu_a, \mu_s'$) combinations in the simulation library. These simulations were then processed using the first two steps of the fitting algorithm described in the previous section. Since the simulations were run at only a single wavelength, the third step of the algorithm was not possible. The results of this are shown in Figure 4.18.
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Figure 4.18 Recovery of (a) $\mu_a$ and (b) $\mu'_s$ from MC simulations at a single wavelength.

The values shown in Figure 4.18a are averages over simulations with the same absorption coefficient, but with varying scattering coefficient. Data points in Figure 4.18b are averages over simulations with the same scattering, but differing absorption. Error bars in both figures are standard deviations over the same range. The mean error in fitting $\mu_a$ was 15.5%, with a maximum error of 54%. Mean error in fitting $\mu'_s$ was 8.9%, with a maximum error of 24%.

Simulations were then run to assess the ability of the algorithm to recover full spectra of optical properties. This was first done by simulating the propagation of light through a tissue-simulating phantom consisting of manganese meso-tetra (4-sulfanatophenyl) porphine (MnTPPS) and Intralipid. MnTPPS was chosen due to the similarity of its absorption spectrum to hemoglobin, and its negligible fluorescence in the wavelength range of interest. The absorption spectrum of MnTPPS is shown in Figure 4.19. Intralipid was chosen due to its tissue-like scattering properties.
Figure 4.19 Normalized MnTPPS absorption spectrum, measured using a commercial spectrophotometer.

The absorption spectrum used in simulations consisted of scaled versions of the spectrum shown in Figure 4.19 for MnTPPS concentrations ranging from 10-40 µM. The scattering spectrum used is given by

$$
\mu_s(\lambda) = 0.16\lambda^{-2.4},
$$

$$
g(\lambda) = 1.1 - 0.58\lambda,
$$

where \(\lambda\) is the wavelength in µm, and \(\mu_s\) is given in units of mL\(^{-1}\) L cm\(^{-1}\), where mL corresponds to mL of Intralipid-10% and L corresponds to the total volume of the tissue phantom[134]. Intralipid concentrations ranging from 55-90 mL/L were used in simulations.

Simulations were run at 44 discrete wavelengths ranging from 520-620 nm for each concentration combination of MnTPPS and Intralipid, with optical properties sampled from a scaled version of the absorption spectrum shown in Figure 4.19 and the
reduced scattering spectrum given by equations 4.33 and 4.34. The detection profiles from each of these simulations were then run through the full fitting algorithm described in section 4.4.2. Some typical results are shown in Figure 4.20.

**Figure 4.20** Recovery of (a) $\mu_a$ and (b) $\mu'_s$ spectra from simulations in tissue-simulating phantoms containing MnTPPS and Intralipid. Symbols represent recovered values, while lines of the same color as the symbols represent the spectra input into the simulation.

Figure 4.20a shows the recovery of $\mu_a$ spectra at a constant Intralipid concentration of 90 mL/L and varying MnTPPS concentration, while Figure 4.20b shows the recovery of $\mu'_s$ spectra at a constant MnTPPS concentration of 25 µM and varying Intralipid concentration. Shown in Figure 4.21 is a summary of the recovery of MnTPPS concentrations from simulated data.
Figure 4.21 Recovery of MnTPPS concentration from simulations in tissue-simulating phantoms. Symbols represent the mean value over three simulations performed at different Intralipid concentrations, error bars represent standard deviation over this range, and the solid line represents perfect agreement.

Data points shown are averages over simulations with the same MnTPPS concentration, and the Intralipid concentration varying. Error bars are standard deviations over these same data. As can be seen, the recovery of MnTPPS concentration tracks linearly with the actual concentration used in simulation. The mean error in the recovery of MnTPPS concentration was 6.5%, with a maximum error of 20%.

In order to test the ability of the algorithm to separate the effects of multiple absorbers, simulations were also performed with synthetic hemoglobin absorption spectra. The absorption of hemoglobin is oxygen dependent, with oxy- and deoxyhemoglobin having different absorption spectra, as shown in Figure 4.22.
Figure 4.22 Absorption of oxyhemoglobin (HbO₂) and deoxyhemoglobin (Hb) in units of molar extinction coefficient [cm⁻¹ M⁻¹]. The spectra shown are from Prahl[135]. The oxygen content of hemoglobin can be quantified by the oxygen saturation, which is defined as

\[
SO₂ = \frac{[HbO₂]}{[Hb] + [HbO₂]},
\]  

where \([HbO₂]\) is the concentration of oxyhemoglobin and \([Hb]\) is the concentration of deoxyhemoglobin.

The scattering spectrum used for these simulations is given by

\[
\mu_s(\lambda) = a \left( \frac{\lambda}{\lambda_0} \right)^{-b},
\]  

where \(\lambda_0 = 600\) nm and \(b = -2.4\) in this case. A constant value of \(g = 0.85\) was used for all simulations.

Simulations were performed at hemoglobin concentrations of 100-200 g/L, with blood volume fraction set to 4% and oxygen saturation ranging from 0 to 1. The value of
a in equation 4.36 ranged from 80-120. For each combination of hemoglobin concentration, oxygen saturation, and scatterer concentration, simulations were run at 125 discrete wavelengths ranging from 500-850 nm, with 10,000,000 photon packets launched for each simulation. The wavelength range was split into two distinct regimes for fitting purposes, one ranging from 500-620 nm and the other from 620-850. This was done in order to separate the region where hemoglobin has pronounced absorption features (500-620 nm) from the smoother, lower absorption NIR region. These data were then processed using the fitting algorithm described above. The results of this are shown in Figure 4.23.
Figure 4.23 Recovery of (a) oxy- and (b) deoxyhemoglobin concentration from simulations in the wavelength range of 500-620 nm, and (c) oxy- and (d) deoxyhemoglobin concentrations from simulations in the 620-850 nm wavelength regime. Data points represent the mean value over simulations with the same hemoglobin concentration, but varying oxygen saturation and scatterer concentration, while error bars represent standard deviations. Solid lines represent perfect agreement. Data points are again averages of simulations run with the same value of one parameter, with other parameters varying, and error bars are standard deviations. As can be seen, the algorithm is able to discriminate between oxy- and deoxyhemoglobin well from 500-620 nm, but the fitting is poorer in the NIR regime. This appears to be due to the lower scattering present at these longer wavelengths, as shown by equation 4.36. If the value of
$a$ in equation 4.36 is increased to 175, the recovery of hemoglobin concentration is improved in the NIR region, as shown in Figure 4.24. This loss of sensitivity at lower scattering coefficients is a limitation of the algorithm/probe combination, and will be discussed further in section 4.4.5. Determination of oxygen saturation is shown in Figure 4.25.

**Figure 4.24** Recovery of (a) oxy- and (b) deoxyhemoglobin concentration from simulations performed in the 620-850 nm region with the value of $a$ in equation 4.36 increased to 175. Data points represent the mean value over simulations with the same hemoglobin concentration, but varying oxygen saturation and scatterer concentration, while error bars represent standard deviations. Solid lines represent perfect agreement.
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Figure 4.25 Recovery of oxygen saturation from simulations in the 500-620 (□) and 620-850 (○) nm regions. Data points represent average values over simulations performed at the same oxygen saturation, but with varying values of hemoglobin and scatterer concentration, while error bars represent standard deviation. The solid line represents perfect agreement.

As can be seen, recovery is more accurate for the 500-620 nm regime, with mean error of 8.4% and maximum error of 18%. The recovery is less accurate in the 620-850 nm region, with mean error of 46%. This is likely due to the presence of strong, distinct hemoglobin absorption features in the 500-620 nm region, which makes separation of absorbers more straightforward.

4.4.4 Experimental verification

In order to verify the results obtained in simulations, measurements were performed in tissue-simulating phantoms using the system shown in Figure 4.12. These phantoms consisted of Intralipid-20% (Baxter Healthcare Corporation, Deerfield, IL) as a scatterer, and either MnTPPS (Porphyrin Products, Logan, UT) or intact human erythrocytes as absorbers. For MnTPPS phantoms, the solvent was deionized water and MnTPPS was
added to achieve concentrations of 10-50 µM. This was done by creating a stock solution of 10 mg/mL MnTPPS in deionized water, and adding the appropriate amount to 1 L of deionized water in order to achieve the desired concentration.

For phantoms containing intact human erythrocytes, whole blood was drawn from healthy, non-smoking volunteers. Blood was drawn into tubes containing sodium heparin in order to prevent clotting. The blood was transferred to centrifuge tubes, and an amount of phosphate buffered saline (PBS, Life Technologies, Grand Island, NY) at pH 7.4 equal to the blood volume was added. These were then centrifuged at 2500 rpm for five minutes. The supernatant was aspirated and the blood re-suspended in PBS, and this process was repeated until the supernatant was clear. After the clear supernatant was aspirated, approximately 1 mm of the erythrocyte layer was also removed in order to ensure removal of the white blood cells. This is vital, as white blood cells rapidly consume oxygen, which would lead to the phantom quickly becoming de-oxygenated. The remaining erythrocytes were refrigerated until use.

Basis spectra for each of the absorbers and Intralipid were generated using a commercial spectrophotometer (Varian 50 Bio, Palo Alto, CA). For the Intralipid basis, Intralipid-20% was diluted to a concentration of $10^{-6}$ mL/L and the spectrum measured in a 1 cm cuvette. Assuming negligible absorption, the optical density (OD) reported by the spectrophotometer was directly converted to a scattering spectrum. This scattering spectrum was found to agree with that of van Staveren et al\[134\], which is given in equation 4.33. The MnTPPS spectrum was found by measuring MnTPPS in deionized water at a concentration of 25 µM, and averaging the results of multiple measurements in
order to improve the signal-to-noise ratio. The spectra for oxy- and deoxyhemoglobin were obtained from Prahl[135].

For each phantom experiment, 1 L of the proper solvent (deionized water for MnTPPS phantoms and PBS for erythrocyte phantoms) and the chosen amount of Intralipid-20% were added to a 3 L container that had been spray painted black (Krylon Ultra-Flat Black, Sherwin-Williams Comopany, Solon, OH). The solution was stirred continuously during the experiment using a stir plate and a stir bar that had also been spray painted black. The probe shown in figure 4.11 was then submerged in the phantom such that the most proximal spectroscopy fiber was 3 cm below the surface. This depth was chosen to ensure that all spectroscopy fibers were sufficiently far from both the bottom of the container and the surface of the phantom, so that measurements could be treated as having been made in an infinite homogeneous medium, as was done in simulations. For MnTPPS phantoms, MnTPPS was added incrementally.

For erythrocyte phantoms, the desired amount of Intralipid was added to PBS, and the mixture was heated to 37 ºC while stirring. Since the hemoglobin-oxygen dissociation kinetics are temperature dependent, a constant temperature that corresponded to human body temperature was required during experiments. Temperature was monitored continuously using a digital thermometer and was found to vary by at most 1.5 ºC.

The oxygen partial pressure of the phantom was also monitored, using an oxygen-sensitive microelectrode (Microelectrodes Inc., Londonberry, NH). The microelectrode was calibrated using two points, air-saturation and total deoxygenation. The air-saturated
point was obtained by allowing the electrode to rest in air for 15 minutes, and noting its steady-state output voltage. The deoxygenated point was obtained by submerging the electrode in PBS, and adding \( \text{Na}_2\text{S}_2\text{O}_4 \). A linear response between the two calibration points was assumed, allowing for conversion of electrode voltage to oxygen partial pressure. The partial pressure was recorded at the time of each measurement made in phantom.

Erythrocytes were added to the phantom at a volume fraction of 1.6%. This is based on assumption of a 4% blood volume fraction and a hematocrit of 40%. Phantoms were deoxygenated by addition of approximately 1 g of dry baker’s yeast, with total deoxygenation being achieved over a period of 20-30 minutes. At each measurement, both the phantom temperature and oxygen partial pressure were recorded.

At each increment, a spectroscopic measurement was made using fiber 1 of the probe as a source. Broadband light from a tungsten-halogen lamp (Avantes, Broomfield, CO) was delivered by fiber 1, and light was sequentially detected by fibers 2-5 using a cascade of optical switches (Piezosystem Jena, Hopedale, MA). The light from each detection fiber was routed to a TE-cooled, 16-bit spectrometer (B&W Tek, Newark, DE), and the integration time was adjusted to maximize usage of the spectrometer’s dynamic range. Integration times ranged from 12-30 seconds for each detector fiber, with a total collection time of approximately one minute.

Measured spectra were background subtracted and corrected for the effects of wavelength-dependent system response and fiber throughput. The background was determined by making dark measurements with the same integration time as the light
measurement. The system response was determined by inserting the probe into a 6”
integrating sphere (Labsphere, North Sutton, NH) and illuminating with fiber 1. Spectra
were then detected at each of the detection fibers, with a dark background being
subtracted from each. Since the lamp spectrum is known and the integrating sphere has
spectrally flat reflectance in this wavelength regime, the detected signal is taken to be a
result of system response. In order to determine the throughput of the individual
detection fibers, the probe was inserted into a 6” integrating sphere, this time with a
baffle between the probe and the sphere’s detector port. A stable calibration lamp and
power supply (LPS-100-167, Labsphere) were used to illuminate the sphere through the
baffled detector port, providing uniform radiance. Spectra were then measured at each of
the detection fibers. Given the stable power output of the calibration lamp, the
differences in detected power were assumed to be due to differences in the throughputs of
individual detection fibers. All other measured spectra were divided by these throughput
values in order to ensure that spectra detected by different fibers were on the same scale.

For MnTPPS phantoms, three sets of experiments were performed at Intralipid-
20% concentrations of 55, 75, and 90 mL/L. At each scatterer concentration, MnTPPS
was added to achieve four concentrations from 10-50 µM. Typical spectra collected in
such an experiment are shown in Figure 4.26.
Figure 4.26 Measured reflectance spectra, corrected for dark background, system response, and fiber throughput, in a phantom consisting of 1 L of deionized water, 40 mL of Intralipid-20%, and 280 µL of 10 mg/mL MnTPPS.

These spectra have been background subtracted, and corrected for the effects of system response and fiber throughput, as specified previously.

The spectra were then processed using the fitting algorithm described in section 4.4.2. In the first step, equation 4.28 was fit to the spatially-resolved reflectance at each wavelength, as shown in Figure 4.27a.
Figure 4.27 Step 1 of optical property fitting algorithm for a phantom with a MnTPPS concentration of 12.5 µM and an Intralipid-20% concentration of 55 mL/L. (a) Fitting of φ(r) with equation 4.28, shown on a log scale, at λ = 520 nm (b) Recovered μ\text{eff} values (○) found using the scheme shown in Figure 4.14. Error bars represent standard deviations over three repeated measurements of the same phantom. The actual μ\text{eff} spectrum is derived from the known concentrations of MnTPPS and Intralipid.

The values of α found at each wavelength were then converted to μ\text{eff}, as shown in Figure 4.14. This resulted in a μ\text{eff} such as the one shown in Figure 4.27b. The open circles represent fitted μ\text{eff} values, and the solid line is the calculated μ\text{eff} based on the known optical properties of the phantom. As can be seen, the μ\text{eff} spectrum is recovered fairly well, with an average error of 10.3%.

In the second step of the fitting process, the μ\text{eff} values found in step 1 are used to constrain a fit to the simulation library given by equation 4.29. This results in plots such as those shown in Figure 4.28, which are used to find the optical properties at each wavelength.
Figure 4.28 Determination of (a) $\mu_a$ and (b) $\mu_s'$ from constrained minimization of equation 4.29 at $\lambda = 520$ nm for the same phantom as in Figure 4.27. Open circles represent $\chi^2$ values for valid combinations of $\mu_a$ and $\mu_s'$ in the simulation library compared to the measured data, while solid lines represent a seventh-order polynomial fit to these data.

This results in optical property spectra such as those shown in Figure 4.29.

Figure 4.29 Recovery of (a) $\mu_a$ and (b) $\mu_s'$ from measurements of the tissue-simulating phantom from Figure 4.27 and Figure 4.28. Fitting was performed by minimization of equation 4.29, constrained by the $\mu_{\text{eff}}$ spectrum shown in Figure 4.27b.
In this case, error bars are standard deviations over repeated measurements of the same phantom.

In the final step of the fitting algorithm, spectra are fitted with the absorber and scatterer spectral shapes. The results of this are shown in Figure 4.30.

**Figure 4.30** Results of fitting the (a) $\mu_a$ and (b) $\mu_s'$ spectra shown in Figure 4.29 with the known shape of the absorption spectrum and the known form of the scattering spectrum. Here, the open circles represent recovered optical properties and the solid lines represent known optical properties of the phantom. As can be seen, the recovery of $\mu_a$ is good, with a mean error of 8.8%. The recovery of $\mu_s'$ is also good, with a mean error of 13.3%.

The results of the three sets of MnTPPS phantom experiments are summarized in Figure 4.31. Each experiment corresponds to one particular scatterer concentration, with measurements made at four MnTPPS concentrations for each.
Figure 4.31 Combined results of (a) $\mu_a$ and (b) $\mu_s'$ recovery for all three sets of experiments. Data points shown in (a) are averages over measurements made in three phantoms with varying Intralipid concentration, at MnTPPS concentrations of 12.5 µM (○, black), 25 µM (□, blue), 37.5 µM (Δ, red), and 50 µM (△, green). Solid lines of the same color as the symbols correspond to known absorption spectra for the given MnTPPS concentrations. Data points in (b) correspond to averages over measurements made in three phantoms at Intralipid concentrations of 55 (○, black), 75 (□, blue), and 90 mL/L (Δ, red), at four MnTPPS concentrations. The solid lines of the same color as the symbols represent the known scattering spectrum for each of the three phantoms.

In Figure 4.31a, data points are averages over all three sets of experiments for the given MnTPPS concentrations, with error bars corresponding to standard deviation. Measurements were made at MnTPPS concentrations of 12.5 µM (○, black), 25 µM (□, blue), 37.5 µM (Δ, red), and 50 µM (△, green), for each of the three scatterer concentrations. For Figure 4.31b, data points are averages over a particular experiment at a given scatterer concentration for all values of MnTPPS concentration, with error bars corresponding to standard deviation. Measurements were made at Intralipid concentrations of 55 (○, black), 75 (□, blue), and 90 mL/L (Δ, red), with four MnTPPS concentrations examined for each experiment. As can be seen, the fitting of $\mu_a$ is
consistently good, with a mean error of 9.0% and a maximum error of 38%. The fitting of $\mu_s'$ is poorer, with a mean error of 19% and a max error of 48%.

The same procedure was repeated for phantoms containing intact human erythrocytes. Typical fitted $\mu_a$ spectra are shown in Figure 4.32 for the case of fully oxygenated and fully deoxygenated hemoglobin phantoms.
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**Figure 4.32** Recovered $\mu_a$ spectra for phantom measurements with fully oxygenated (○) and fully deoxygenated (□) hemoglobin. Solid lines represent the known $\mu_a$ spectrum given the known hemoglobin concentration and oxygen saturation.

As can be seen, spectra from both oxy- and deoxyhemoglobin can be recovered from measurements made in phantoms. The algorithm tends to slightly overestimate the absorption of oxyhemoglobin, and underestimate the absorption of deoxyhemoglobin.

In addition to full oxygenation and deoxygenation, cases in which there are contributions from both oxy- and deoxyhemoglobin are interesting. The ability of the algorithm to separate the contributions of both species of hemoglobin can be assessed by examining the recovery of SO$_2$. This is shown in Figure 4.33.
Figure 4.33 Recovery of SO$_2$ from measurements made in phantoms containing erythrocytes. Each data point corresponds to a measurement made in a phantom at a particular oxygenation. The solid line represents perfect agreement.

SO$_2$ values are recovered well, with a mean error of 12% and a max error of 73%. As mentioned previously, the algorithm tends to overfit the contribution of oxyhemoglobin, so SO$_2$ values are slightly skewed high in the recovery. This also results in larger errors at smaller values of SO$_2$, which is the cause of the reported 73% maximum error for fully deoxygenated hemoglobin.

The measured oxygen partial pressure and SO$_2$ are related through the Hill equation, given by

$$SO_2 = \frac{pO_2^n}{pO_2^n + p50^n}, \quad (4.37)$$

where $pO_2$ is the measured oxygen partial pressure, $p50$ is the partial pressure at which hemoglobin is 50% saturated, and $n$ is a parameter known as the Hill coefficient[136]. Since we obtain SO$_2$ from spectral fitting, we can determine the values of these
coefficients by fitting equation 4.37 to the measured data. This is shown for the case of a single phantom in Figure 4.34. 
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**Figure 4.34** Recovered SO₂ values (○) as a function of measured pO₂ for a single phantom, with the corresponding fit (solid line) to equation 4.37. This fit yielded values of \( p_{50} = 21.9 \) and \( n = 2.44 \). 

In this case, the parameters in equation 4.37 were found to be \( p_{50} = 21.9 \) torr and \( n = 2.4 \). 

For all phantom measurements combined, these values were found to be \( 32.3 \pm 10 \) torr and \( 2.3 \pm 0.4 \). These values are close to the typical values of \( p_{50} = 26 \) torr and \( n = 2.8 \), although the recovered \( p_{50} \) are on average 24% higher than the frequently reported value of 26 torr.

### 4.4.5 Discussion

There have been many studies done on the recovery of optical properties from spatially-resolved diffuse reflectance spectroscopy. Here we present a method that utilizes a single encapsulated optical probe, and is capable of recovering optical properties over a wide range of absorption and scattering coefficients. The technique has been shown to be
valid to transport albedos as low as 0.95, which is a larger range than for the diffusion approximation. We have demonstrated recovery of $\mu_a$ with a mean error of 9% and $\mu_s'$ recovery with a mean error of 19%, which are comparable to errors found in previous studies of interstitial optical property recovery. Wang and Zhu demonstrated the recovery of interstitial optical properties using multiple isotropic detectors and a diffusion model[40]. In simulations, they were able to recover $\mu_a$ with an error of 16% and $\mu_s'$ with an error of 4%. They report the recovery of interstitial optical properties in vivo, but do not comment on the accuracy of the reconstruction. Chin et al performed recovery of optical properties using relative interstitial steady-state reflectance measurements[137]. Their method resulted in recovery of optical properties to within ~20% for measurements made in tissue-simulating phantoms containing Intralipid and Naphthol Green. Dimofte et al also reported a method for the determination of interstitial optical properties using point measurements made in a linear channel at a fixed distance from a point source[41]. Using a diffusion approximation, they demonstrated recovery of $\mu_a$ and $\mu_s'$ with mean errors of 8% and 18%, respectively. The errors we demonstrate for our method are comparable to these values, and are better in some cases.

A number of studies have also examined optical property recovery in the context of hemoglobin spectroscopy. Here we demonstrated recovery of SO$_2$ with an average error of 12%, and were able to recover reasonable values for the Hill parameters. Hemoglobin oxygen dynamics have been studied extensively using spatially resolved diffuse reflectance measurements made with surface-contact probes. Previous studies performed in our laboratory have demonstrated accurate recovery of SO$_2$, and have also
demonstrated recovery of the parameters in the Hill equation\cite{99,101}. Due to the direct applicability of analytical methods to the surface-contact geometry, these studies showed more rigorous recovery of SO$_2$ and the Hill parameters. In the case of interstitial spectroscopy, there have been fewer quantitative studies done of hemoglobin oxygen dynamics. Thompson et al demonstrated interstitial measurements of SO$_2$ during PDT of nodular basal cell carcinoma, with the value varying widely between patients\cite{138}. However, they do not provide any pre-clinical evaluation of the accuracy of this recovery. Yu et al also demonstrated interstitial recovery of SO$_2$ and total hemoglobin concentration during motexafin lutetium PDT of the prostate\cite{16}. They found that both values decreased during PDT. Kruijt et al described a similar trend in a mouse model during m-THPC PDT, using multiple isotropic probes\cite{139}. Most of these techniques require the insertion of multiple spectroscopy fibers, which can be unattractive in certain clinical situations.

As previously mentioned, our algorithm is only valid for certain ranges of optical properties. We have not found any limits on the recovery of $\mu_a$, but the valid $\mu_s'$ range only extends over a particular range. This places limits on the values of $\mu_{\text{eff}}$ that can be recovered, due to the dependence of $\mu_{\text{eff}}$ on $\mu_s'$. This is illustrated in Figure 4.35.
Figure 4.35 Relationship between $\alpha$ and $\mu_{\text{eff}}$ for the range of scattering coefficients used in the simulation library (○), and for scattering spectra using values of 40 (□) and 20 (Δ) for $a$ in equation 4.36.

As can be seen in the figure, the relationship between $\alpha$ and $\mu_{\text{eff}}$ described in section 4.4.2 only holds for values of $\mu_s'$ ranging from approximately 10-30 cm$^{-1}$. The open circles shown in Figure 4.35 correspond to simulations using scattering spectra with values of $a$ in equation 4.36 ranging from 60-100. These were the simulations used to generate the relationship used in step one of the fitting algorithm. The other plots shown correspond to simulations run with lower values of $a$ in the scattering spectrum. It is evident that the relation between $\alpha$ and $\mu_{\text{eff}}$ does not hold for this range of scattering coefficients.

We hypothesize that this limitation is due to the geometry of the probe and the assumptions made in step one of the fitting algorithm. Since each of the spectroscopy fibers is in a different position and orientation on the probe, some amount of scattering is required to ensure that adequate signal is detected at each of the fibers. From the simulations shown in Figure 4.35 we have determined that the technique presented here
requires a transport albedo higher than approximately 0.95, with the experiments shown having values of $a'$ ranging from 0.94-0.998. This allows for recovery of a wider range of optical properties than methods using the diffusion approximation, which generally require a transport albedo of at least 0.98[115]. However, other methods such as the P$_3$ approximation allow reconstruction of much lower transport albedos, as described previously in this chapter.

In addition to the limitation on low scattering coefficients, our method also does not work well for very high scattering coefficients. This is due to the assumption of a single radial separation $r$ between fibers in equation 4.28. At reasonable scattering coefficients, this assumption is valid, as photons tend to follow roughly the same path from source to detector. At higher scattering coefficients, photons can travel in both directions (i.e. clockwise and counterclockwise) around the probe from source to detector. This results in the same source-detector having multiple possible values of $r$ along the surface of the probe, which causes equation 4.28 to be fit poorly.

Much of the time, we wish to know the optical properties of tissue so that we can determine the light dose that will be delivered to this tissue by a given PDT treatment. It is therefore important to consider the effects that error in recovered optical properties will have on the expected fluence distribution in tissue. To examine this, we consider the case of a 2 cm cylindrical diffusing fiber delivering a light dose of 100 J/cm embedded in tumor tissue with $\mu_a = 0.2$ cm$^{-1}$ and $\mu_s' = 10$ cm$^{-1}$. For the true optical properties, MC simulations tell us that the characteristic light propagation distance $\delta$ will have a value of 4.1 mm. If we introduce errors in $\mu_a$ and $\mu_s'$ similar to those obtainable by our method,
the value of $\delta$ is changed to 3.7 mm. Therefore, a 9% error in $\mu_a$ and a 19% error in $\mu_s'$ lead to a 9.8% error in $\delta$.

As described previously in this section, the probe design used introduces some limitations on the ranges of optical properties that can be recovered. It is therefore interesting to think about future probe designs that could improve the robustness of the optical property recovery. One design that we have considered involves the creation of a cylindrical probe with a flat face into which spectroscopy fibers would be embedded, as shown in Figure 4.36.
Figure 4.36 (a) Cross-section of the proposed probe, illustrating the 125 µm spectroscopy fibers, 1.22 mm core region, 1.32 mm outside diameter, and flat face for embedding of spectroscopy fibers. (b) Side view of the design, showing the bend of the spectroscopy fibers. (c) Illustration of the flat face, showing the arrangement of the source and detector fibers (not drawn to scale).

The probe design consists of ten 125 µm diameter fibers encapsulated in a 1.22 mm clear epoxy core, surrounded by a 50 µm thick cladding. Each of the ten fibers is bent such that the distal end is flush with a face of the probe that is ground flat, with one fiber
designed to deliver light while the others detect. This design avoids some of the difficulties presented by the current probe design. First, the spectroscopy fibers are all pointed in the same direction. This reduces the probability of photons having multiple preferred paths around the probe, which complicates approximations that rely on the assumption of a unique radial separation between source and detector. This design also allows for the detector fibers to be closer to the source fiber. In the current probe design, the shortest source-detector separation is 1.9 mm, while the longest is 6.9 mm. For the design shown in Figure 4.36, source-detector separations range from 0.25-10 mm. This improved coverage of radial space could allow for the direct application of analytical approximations such as P3 to measured data.

This speculative design would require the use of novel fibers in order to achieve the desired outside diameter of 1.32 mm, which would allow the probe to fit through a 17-gauge biopsy needle. Each fiber would be required to have a very tight bend radius in order to make the 90° turn from the probe axis to the flat face. We propose to use bend-insensitive multi-mode fiber to achieve this. These fibers exhibit much lower loss than traditional optical fiber under tight bend radii, and are not as prone to breakage.

Preliminary testing using Corning ClearCurve VSDN optical fiber (Corning Incorporated, Corning, NY) shows approximately 30% transmission of light incident on the fiber at a bend radius of 1.25 mm, with breakage of the fiber occurring at a bend radius of roughly 0.85 mm. These fibers should therefore allow the construction of the design shown in Figure 4.36. It is hypothesized that this design could further improve the accuracy of the optical recovery method outlined in this chapter.
5.1 Introduction

A key part of determining the fluence distribution in interstitial PDT involves knowing the optical properties of the regions being treated. These optical properties depend on tissue properties, such as blood volume and oxygenation, as well as photosensitizer absorption. As covered in chapter 4, the values of optical properties are typically determined in a spectroscopic fashion. Most photosensitizers are naturally fluorescent, so fluorescence measurements are often used[19]. In iPDT, this typically involves the insertion of dedicated spectroscopy fibers[44]. This increases clinical complexity and can lead to increased bleeding. In some cases it would therefore be convenient to use the already inserted treatment diffusers for spectroscopic measurements, especially fluorescence measurements. This is especially true for situations in which only a single fiber can be inserted into the desired volume, such as in the treatment of cholangiocarcinoma[12].

In this study[98], we utilized the GPU-accelerated MC model of cylindrical diffusing fibers described in chapter 3. This model was used to simulate the irradiance delivered by these fibers, as well as the generation and detection of fluorescence by them. The simulation of fluorescence detection was particularly interesting, as heterogeneous detection along the length of the fiber was predicted. This heterogeneous detection...
sensitivity was experimentally validated using a layered phantom, showing quantitative agreement with simulation.

5.2 Methods

5.2.1 MC model

The model used in this study was described in section 3.3.1. In addition to the details discussed there, this study also tracked the propagation of fluorescence. Whenever photon weight was absorbed, a fluorescence photon packet with a weight equal to the absorbed weight multiplied by the quantum yield of fluorescence was launched at that location. This fluorescence photon packet was immediately propagated by the above MC methods, but used optical properties specified for the fluorescence emission wavelength. If a fluorescence photon packet struck the fiber core inside the diffuser within the NA of the fiber, the photon was scored as detected fluorescence. The position of its creation was recorded, as was the detected weight. This allowed for the generation of a map of the origins of detected fluorescence photons, as well as what diffuser they were detected by in the case of an array of diffusers. This provided a description of regions that are sampled by spectroscopic measurements performed using the diffuser as a detector.

All simulations were performed on a GeForce GTX 570 GPU (NVIDIA Corporation, Santa Clara, CA), using the CUDA extensions to C. The simulation parameters were stored in shared memory for faster access, while the absorption and detected fluorescence matrices were stored in the global device memory due to their large size. Atomic operations were required to update the absorption or detected fluorescence matrices in order to eliminate race conditions in memory access. The GPU-based code
was found to execute approximately 30x faster than a CPU-based version of the same code.

5.2.2 Phantom preparation

In order to validate the MC results, multi-layered phantoms were created. These phantoms consisted of either two or three layers as shown in Figure 5.1.

![Figure 5.1 Experimental set-up for measurement of fluorescence in (a) two-layer and (b) three-layer phantoms. The diffuser was inserted such that each layer bordered on an equal length of the diffuser. Only one diffuser is shown for clarity, but experiments used two diffusers inserted in parallel with a separation of 1 cm. One diffuser was used for delivery of an axially homogeneous fluorescence excitation profile, while the other was used for detection of fluorescence. Reproduced from [98].]

In both cases, the bottom layer was a solid layer comprised of agar. 500 mg of agar (SELECT Agar®, Invitrogen Corporation, Carlsbad, CA) was added to 50 mL of deionized water and heated to 95º C while stirring. Heat was then removed and the solution was stirred until the temperature fell to 80º C. At this point, 5 mL of 10% Liposyn (Liposyn® II 10%, Abbott Laboratories, Abbott Park, IL), 14.6 µL of India ink
(Higgins No. 4418, Chartpak Incorporated, Leeds, MA), and 36.6 µL of 1 mg/mL fluorescein (Sigma-Aldrich, St. Louis, MO) were added. Stirring continued until the solution reached 60º C, at which point it was refrigerated at 5º C overnight to solidify. The addition of this concentration of Liposyn provides a scattering coefficient of ~90 cm\(^{-1}\) at 488 nm\(^{134}\). Assuming a scattering anisotropy of 0.82, this produces a reduced scattering coefficient of 16.5 cm\(^{-1}\). To ensure consistency, all phantoms were prepared from the same bottle of Liposyn. The addition of India ink brings the absorption coefficient to 2 cm\(^{-1}\) at 488 nm. The amount of fluorescein added gives a fluorophore concentration of 2 µM. This will be referred to as the fluorescein layer.

For the two layer phantom shown in Figure 5.1a, the top layer was a liquid layer. This layer consisted of 10 mL of octanol (1-octanol, Sigma-Aldrich), 1 mL of 10% Liposyn, 2.8 µL of India ink, and 20.5 µL of 1 mg/mL 1,1’-Dioctadecyl-3,3,3’,3’-tetramethylindocarbocyanine perchlorate (DiI) (Sigma-Aldrich). This was again designed to have a reduced scattering coefficient of 16.5 cm\(^{-1}\), an absorption coefficient of 2 cm\(^{-1}\), and a fluorophore concentration of 2 µM. This will be referred to as the DiI layer.

For the three layer phantom shown in Figure 5.1b, the top layer was the DiI layer and the bottom layer was the fluorescein layer, both of which are described above. The middle layer consisted of 10 mL of 0.9% saline, 1 mL of 10% Liposyn, 3.06 µL of India ink, and 110.4 µL of 201.3 µM 2-[1-hexyloxyethyl]-2-devinyl pyropheophorbide-a (HPPH) dissolved in 1% Tween/phosphate buffered saline (PBS). HPPH is a second generation photosensitizer\(^{140}\) that is also fluorescent. It was prepared for us by
Ravindra Pandey at Roswell Park Cancer Institute in Buffalo, NY using the procedure described in Pandey et al [141]. This will be referred to as the HPPH layer.

Before use, each of the two liquid layers was stirred vigorously and poured on top of the fluorescein layer. Due to the immiscibility of octanol and saline solution, the DiI and HPPH layers remained distinct. HPPH is hydrophobic, but we dissolved it in Tween/PBS before diluting this solution in 0.9% saline. This keeps the HPPH confined to the saline solution, and we have seen no evidence of HPPH crossing into the DiI layer. Both liquid layers also remained distinct from the solid fluorescein layer.

5.2.3 Experimental validation of simulated fluorescence detection by diffusers

For fluorescence measurements two diffusers were inserted parallel into the above phantoms, with a separation of 1 cm. For two layer experiments, two 1-cm diffusers (Pioneer Optics Company, Bloomfield, CT) were inserted 0.5 cm into the fluorescein layer shown in Figure 5.1a. The DiI layer was designed to have a depth of 0.5 cm when poured into a 150 mL flask, which meant that the proximal half of the diffuser was fully in the DiI layer and the distal half was fully in the fluorescein layer. Therefore, any detected DiI fluorescence is known to have been generated along the proximal half of the diffuser, and any detected fluorescein fluorescence is known to have been generated along the distal half of the diffuser.

For three layer experiments, two 1.5-cm diffusers (PhotoGlow Inc, South Yarmouth, MA) were inserted 0.5 cm into the fluorescein layer shown in Figure 5.1b. Both the DiI and HPPH layers were designed to have a depth of 0.5 cm when poured into
a 150 mL flask, which meant that the diffuser length was divided into three equal sections.

In both cases, excitation light at 488 nm was provided by an argon-ion laser (Innova 70, Coherent, Santa Clara, CA), filtered by a band-pass filter (Z488Trans-pc-xr, Chroma Technology Corp, Bellows Falls, VT). Excitation light was delivered at 40 mW/cm for two layer experiments and at 15 mW/cm for three layer experiments. The optical power was lower for three layer experiments due to larger coupling losses in the 1.5 cm diffusers. Optical power was measured using an integrating-sphere-based laser power measurement system (LPMS-060-SF-Si, Labsphere, North Sutton, NH). Excitation light was delivered through one of the diffusers in the experiment, and fluorescence was detected by the other. This was done to ensure homogeneous excitation along the diffuser length, and to minimize the detection of auto-fluorescence generated within the fiber. Light captured by the second diffuser was filtered through a long-pass filter (HQ500LP, Chroma) before being detected by a TE-cooled, 16 bit spectrometer (Compass X, B&W Tek, Newark, DE) using an integration time of 20 seconds.

For calibration purposes, fluorescence spectra were also collected from phantoms consisting of only one of the fluorophore layers. In order to do this, larger volumes of the layers described above were created while maintaining the concentrations of each component. This allowed the diffusers to be fully submerged in each layer.

### 5.2.4 Data correction and spectral fitting

All fluorescence spectra collected were corrected for background and system response. This was done by subtracting a dark measurement from the raw fluorescence
measurement and dividing by a wavelength-dependent system response. Dark measurements were acquired by integrating dark signals for the durations described above. System responses were acquired by placing a single diffuser in the center of an integrating sphere (3P-LPM-060-SF, Labsphere) and shining a NIST-traceable lamp (Model # LS-1-CAL, Ocean Optics, Dunedin, FL) through one of the detection ports on the sphere. The measured spectrum was then background subtracted and divided by the known lamp spectrum to obtain the system response.

After fluorescence spectra were corrected, they were fit using a singular value decomposition (SVD) algorithm based on the work of Press et al[74]. Basis spectra for each of the fluorophores were used in the fits. These basis spectra were acquired by measuring the fluorescence emission of each layer in a commercial fluorometer (Varian Eclipse, Palo Alto, CA). In addition to the basis spectra, a series of 61 Fourier terms was also used in fitting to account for unknown possible contributions to the measured fluorescence. These Fourier terms were given a smaller weight in the fitting in order to favor the basis spectra. Fitting followed the SVD scheme found in MATLAB (Mathworks, Natick, MA).

After SVD fitting, the fit magnitudes for each fluorophore were further corrected for absorption and fluorescence yield effects. Each of the three fluorophores used has some absorption at 488 nm, and emits fluorescence beyond 500 nm. However, each fluorophore has different absorption at 488 nm and a different quantum yield of fluorescence. As mentioned previously, fluorescence spectra were acquired for each layer individually. These “pure” measurements were made using the same excitation
wavelength and power as in the layered measurements, and with the same concentrations of scatterer, absorber, and fluorophore. So any differences in absorption at 488 nm or fluorescence quantum yield were also present in the pure measurements. Therefore, any difference in magnitude between the pure and layered measurements was due to the detection capability of the diffuser at the height of the appropriate layer. To account for this, we divide the fit magnitude of the layered measurement by that of the pure measurement. This gives a relative measurement of the detected fluorescence that is weighted for absorption and fluorescence quantum yield.

5.3 Results

5.3.1 Determination of the scattering coefficient within the diffusive region

As mentioned previously, the scattering coefficient within the diffuser determines the homogeneity of the axial fluence profile at the surface of the diffuser. If the value of $\mu_s$ is too large, most of the light launched from the fiber face will scatter out of the diffuser near the proximal end. If the value is too small, then the scattering out of the diffuser will be weak, which decreases the efficiency of the device. Figure 5.2 shows the simulated degradation in axial fluence profile for a 1 cm diffuser that is induced by use of an improper scattering coefficient.
Figure 5.2 Simulated irradiance profiles along the surface of a 1 cm diffuser, with its proximal end at \( z = 1 \) cm, illustrating the effect of changing \( \mu_s \). Simulation parameters are identical in both cases except for the value of \( \mu_s \) inside the diffusive region, which was (a) \( 0.2009 \) cm\(^{-1} \) and (b) \( 10 \) cm\(^{-1} \). Reproduced from [98].

Figure 5.2a shows the homogeneous fluence profile along the surface of a 1 cm diffuser for the determined optimal value of \( \mu_s = 0.2009 \) cm\(^{-1} \) inside the diffuser. Figure 5.2b shows the effect of raising the value of \( \mu_s \) to \( 10 \) cm\(^{-1} \) within the diffuser, which results in too much light scattering out of the diffuser near the proximal end. The value of \( \mu_s \) within the diffuser is therefore crucial to the generation of a homogeneous axial fluence profile.

The optimal \( \mu_s \) for homogeneous axial fluence changes with diffuser length. The optimal \( \mu_s \) values computed using our MC model for diffuser lengths between 1 and 5 cm are shown in Table 5.1.
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Table 5.1 Optimal scattering coefficient ($\mu_s$) for homogeneous irradiance for multiple diffuser lengths, and the corresponding calculated number density of scatterers (N). N is given in units of cm$^{-3}$ and parts per million (ppm) by weight. Number densities in ppm by weight used in commercial diffusers manufactured by Pioneer Optics Company are shown for comparison. Reproduced from [98].

As can be seen, the required $\mu_s$ for homogeneous fluence decreases with increasing diffuser length. This corresponds to a reduced concentration of scatterers through $\mu_s=\sigma N$, where $\sigma$ is the scattering cross-section and $N$ is the number density of scatterers[36]. The scattering cross-section can be calculated using

$$\sigma = \frac{8\pi}{3} k^4 a^6 \left| \frac{n_s^2 - n_m^2}{n_s^2 + 2n_m^2} \right|,$$

(5.1)

which is valid for the scatterer size and wavelength we are considering[36]. Here $k$ is the wave vector, $a$ is the scatterer radius, $n_s$ is the index of the scatterer, and $n_m$ is the index of the surrounding medium. The scatterer concentrations in Table 5.1 were calculated using $a=14.7$ nm, $n_s=2.488$, and $n_m=1.43$. The values calculated for 1 and 5 cm diffusers match those used in commercial diffusers manufactured by Pioneer Optics Company.
Number densities of scatterers were converted to parts per million (PPM) by weight using the known density and volume of the diffusive region and the molecular weight of TiO$_2$.

**5.3.2 Fluence distributions generated by Monte Carlo model of diffuser**

A typical fluence map generated by a 1 cm diffuser is shown in Figure 5.3.

*Figure 5.3* 3D rendering of the fluence distribution around a 1 cm cylindrical diffusing fiber with its proximal end at $z = 0.5$ cm and an air-tissue boundary at $z = 0$. Tissue optical properties were set to $\mu_a = 2$ cm$^{-1}$, $\mu_s = 100$ cm$^{-1}$, and $g = 0.9$. Voxel size was 0.02 cm x 0.02 cm x 0.02 cm. Reproduced from [98].

The air-tissue boundary is located at $z = 0$, and the proximal end of the diffuser is at $z = 0.5$ cm. For this particular simulation, the tissue sample is homogeneous and semi-infinite with $\mu_a = 2$ cm$^{-1}$, $\mu_s = 100$ cm$^{-1}$, $g = 0.9$, and $n = 1.395$[143].

In order to compare to a model based on a finite linear array of point sources, the radial distribution of fluence generated by the diffuser was examined for both models. In these simulations we assumed a refractive index of 1.43 for the linear array to match that
of the epoxy in the diffuser. Cuts through the fluence distribution were made radially from the axial mid-point of the diffuser for both models. The results of this are shown in Figure 5.4.

![Graph showing fluence distribution](image)

**Figure 5.4** Comparison between linear array of point sources model and our MC model in terms of radial degradation of fluence for $\mu_a = 2 \text{ cm}^{-1}$, showing substantial overlap between the two methods. Shown is a cut through the fluence at the axial center of a 1 cm diffuser. Simulation parameters were identical, except for the source model. The arrow indicates the position of the outer radius of the diffuser. Reproduced from [98].

As can be seen, the fluence cuts are virtually identical for the two models. Similar results were obtained for cuts at other axial positions on the diffuser, and at other angles (data not shown). This indicates that a model based on a linear array of point sources is sufficient for determination of fluence distribution.

### 5.3.3 Modeling of fluorescence generation and detection

As mentioned previously, fluorescence photon packets are generated at the location of each absorption event within the tissue medium surrounding a diffuser. Generated
fluorescence photon packet weights consist of the absorbed weight, scaled by the quantum yield of fluorescence. Therefore the distribution of generated fluorescence is a scaled version of the absorption distribution. This is shown in Figure 5.5a for a 1 cm diffuser.

**Figure 5.5** (a) Fluorescence generated in tissue by a 1-cm diffuser with its proximal end at \( z = 2 \) cm and an outer radius of 0.05 cm. (b) Origins of fluorescence photons that crossed into the diffuser after being generated in the surrounding tissue. (c) Origins of fluorescence photons that were detected by the diffuser. \( \mu_a \) was set to 2 cm\(^{-1} \) in tissue. Shown are planar cuts through the simulated volume at the center of the diffuser. Only the right half of this plane is shown for clarity. The left half is identical. Reproduced from [98].

As expected, this generated fluorescence is homogeneous along the length of the diffuser. Figure 5.5b shows the origins and weights of generated fluorescence photons that cross into the diffuser. This is simply a scaled version of the generated fluorescence, and is again homogeneous along the length of the diffuser. The distribution of the origins of detected fluorescence photon packets is shown in Figure 5.5c. Each pixel magnitude is
the sum of the detected weight of fluorescence photon packets generated at that location that migrated through the diffuser, reached the fiber core, and were scored as detected. This distribution is highly heterogeneous, with a majority of the detected fluorescence being generated near the proximal end of the diffuser.

Axial profiles of the simulated detected fluorescence are shown in Figure 5.6. These profiles were created by summing the detected fluorescence at each z position within the simulated tissue volume.

**Figure 5.6** Simulated detected fluorescence by axial position along (a) 1-2 cm diffusers with $\mu_a=2$ cm$^{-1}$, (b) 3-5 cm diffusers with $\mu_a=2$ cm$^{-1}$, (c) 1-2 cm diffusers with $\mu_a=0.2$ cm$^{-1}$, and (d) 3-5 cm diffusers with $\mu_a=0.2$ cm$^{-1}$. All simulations used $\mu_s=90$ cm$^{-1}$ and $g=0.82$, and placed the diffuser’s proximal end at $z = 0.5$ cm. The arrows indicate the location of the proximal end of the diffusers. Reproduced from [98].
Optical properties of the tissue sample were set to $\mu_s = 90 \text{ cm}^{-1}$, $g = 0.82$, and $n = 1.395$, with either $\mu_a = 2 \text{ cm}^{-1}$ to match experimental conditions or $\mu_a = 0.2 \text{ cm}^{-1}$ to represent a typical value in tissue [144]. As can be seen, the majority of detected fluorescence comes from the proximal portion of the diffuser, with a slightly increased contribution from the distal portion of the diffuser relative to the center. Detected fluorescence, detailed by diffuser segment, is shown in Table 5.2.

<table>
<thead>
<tr>
<th>Diffuser Length (cm)</th>
<th>$\mu_a$ (cm$^{-1}$)</th>
<th>Diffuser Segment (Thirds)</th>
<th>Diffuser Segment (Halves)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Proximal</td>
<td>Middle</td>
</tr>
<tr>
<td>1</td>
<td>0.2</td>
<td>69.8±0.02</td>
<td>18.1±0.03</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>86.2±0.17</td>
<td>7.7±0.08</td>
</tr>
<tr>
<td>1.5</td>
<td>0.2</td>
<td>77.6±0.08</td>
<td>12.7±0.01</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>90.4±0.12</td>
<td>3.9±0.07</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>82.5±0.11</td>
<td>8.2±0.08</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>92.0±0.04</td>
<td>2.5±0.07</td>
</tr>
<tr>
<td>3</td>
<td>0.2</td>
<td>86.7±0.04</td>
<td>4.0±0.01</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>92.7±0.12</td>
<td>1.9±0.08</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>88.4±0.04</td>
<td>2.4±0.07</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>92.9±0.04</td>
<td>1.5±0.05</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>88.6±0.92</td>
<td>2.0±0.01</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>93.3±0.07</td>
<td>1.5±0.06</td>
</tr>
</tbody>
</table>

Table 5.2 Percentage of generated fluorescence that is collected by various segments of different diffuser lengths, as determined by our MC model. Thirds correspond to the three-layer experiment, and halves correspond to the two-layer experiment. Uncertainties given are the standard deviation of three successive runs of the simulation. Reproduced from [98].

In all cases, the majority of detected fluorescence comes from the proximal third of the diffuser, with contributions ranging from 86-92% for $\mu_a = 2 \text{ cm}^{-1}$ and from 70-88% for $\mu_a = 0.2 \text{ cm}^{-1}$. In all but the 1 cm case for both values of $\mu_a$ and the 1.5 cm case for $\mu_a = 2$ cm$^{-1}$, the distal third of the diffuser is responsible for the next largest contribution to detected fluorescence, with the center segment having the smallest contribution. Relative fluorescence collection by the distal third ranges from 5.38-6.66% for $\mu_a = 2 \text{ cm}^{-1}$ and
9.11-11.98% for $\mu_a = 0.2 \text{ cm}^{-1}$, with the center section collecting 1.63-6.11% for $\mu_a = 2 \text{ cm}^{-1}$ and 2.03-18.15% for $\mu_a = 0.2 \text{ cm}^{-1}$.

Simulations were run with 1,000,000 photon packets on a 100x100x100 grid of voxels. Due to the statistical nature of MC modeling, simulations were repeated three times in order to evaluate reproducibility. The variation in detected fluorescence varies by at most 4% between runs, with most values varying by less than 1%. The run-times were approximately one minute for simulations of fluence distribution and approximately thirty minutes for simulations of fluorescence detection.

**5.3.4 Experimental validation of fluorescence detection**

Experiments were performed in two and three layer phantoms with 1 and 1.5 cm diffusers, respectively. Typical SVD fits to corrected fluorescence spectra are shown in Figure 5.7. The two-layer fit in Figure 5.7a shows contributions from DiI and fluorescein, while the three layer fit in Figure 5.7b shows contributions from DiI, fluorescein, and HPPH. In both cases the magnitude of the Fourier terms is relatively small, indicating a good fit to the data.
Figure 5.7 Results of SVD fitting to representative fluorescence spectra collected from (a) two-layer and (b) three-layer phantoms, with spectra corrected for background and system response. Fit magnitudes shown are not corrected for the effects of fluorescence quantum yield and absorption at 488 nm. Reproduced from [98].

Fit coefficients for the fluorophores were further corrected for absorption and fluorescence quantum yield as described above. The corrected values were then used to determine the relative contributions of each segment of the diffuser to the overall detected fluorescence. The results of this are shown in Figure 5.8, with the simulated values shown for comparison.
Figure 5.8 Comparison between simulated and experimental fluorescence detection using (a) 1 cm and (b) 1.5 cm diffusers. Heights of experimental bars (■) indicate the mean value of (a) \( n = 6 \) and (b) \( n = 4 \) experiments, with error bars representing standard deviation. Values used were corrected for background, system response, fluorescence quantum yield, and absorption at 488 nm. Heights of simulated bars (□) indicate the mean value of 3 simulations, with error bars representing the standard deviation. The value of \( \mu_a \) was set to 2 cm\(^{-1}\) for both simulation and experiment. Reproduced from [98].

For both two and three layer experiments there is agreement between simulation and experiment to better than 6%. The results shown are for a set of 6 two layer experiments, and a set of 4 three layer experiments. Error bars are standard deviations. Error bars for simulated data are the standard deviations from three successive runs of the simulation.
5.4 Discussion

Simulations of both the linear array of point sources and our diffuser model show very similar results for radial fluence profiles, demonstrating that it is appropriate to use the linear array of point sources model when only the fluence distribution for a single diffuser is desired. This less complex model will run slightly faster, since the propagation of photons within the diffuser and boundary collisions with the diffuser are not computed.

To the best of our knowledge, this is the first time that heterogeneous collection of fluorescence by a cylindrical diffuser has been demonstrated, either experimentally or by simulation. As shown here, most of the fluorescence collected by a diffuser is generated near its proximal end with a relatively small spike near the distal end. Given the long scattering mean free path within the diffuser, the large contribution from the proximal end may be explained simply in terms of the diffuser geometry. The NA of the fiber core and the index mismatch between the tissue, cladding, and diffusive medium define the range of angles over which fluorescence entering the diffuser is detected. The axial-coordinate of a photon incident on the diffuser and the index mismatch combine to constrain the range of angles over which the photon can enter the diffuser and be detected. As the axial-coordinate of the incoming photon moves further from the fiber core, this range of acceptable angles decreases. Because fluorescence in the tissue is emitted isotropically, photons are incident on the diffuser at a random angle. Therefore, if the range of acceptable angles decreases with increasing distance from the fiber core and the incident angles are random, the detection of photons also decreases with
increasing distance from the fiber core. The spike in collection at the distal end can be explained by the presence of the dielectric reflector. Photons that enter the diffuser close to the distal end are more likely to strike the reflector, which directs the trajectory of a fraction of these towards the proximal end of the diffuser. Coupled with reflections off of the cladding, this can result in increased probability of detection. In geometric terms, this has the effect of increasing the range of incoming photon angles that can reach the fiber core.

It is important to note that the detection distribution of a cylindrical diffuser is sensitive to the optical properties of the tissue. In particular, the absorption of the tissue will change the axial detection profile. As we have shown, the proximal portion of the diffuser is most sensitive to the detection of fluorescence. With lower tissue absorption, the likelihood of a fluorescence photon reaching the proximal portion of the diffuser before being absorbed is increased. This allows fluorescence that is generated a larger axial distance from the fiber core to be detected. For example, a value of 2 cm$^{-1}$ for $\mu_a$ results in approximately 86% of detected fluorescence being generated along the proximal third of the diffuser. For $\mu_a = 0.2$ cm$^{-1}$, this value is reduced to 70%, with a greater proportion of the detected fluorescence being generated further from the proximal end of the diffuser. While the fluorescence detection profile is still heterogeneous, the sharp degradations shown in Figure 5.6a and Figure 5.6b are smoothed out for lower values of $\mu_a$, as seen in Figure 5.6c and Figure 5.6d.

Knowledge of the detection distribution of a cylindrical diffuser is important if these fibers are to be used for dosimetry in iPDT. Given a detected fluorescence
spectrum, spectroscopic methods can be used to estimate optical properties and photosensitizer concentrations, as will be described in chapter 6. Having a MC model of the origins of detected fluorescence photons allows for these quantities to be mapped to a specific tissue volume. However, a disadvantage of using cylindrical diffusing fibers as spectroscopy probes is that an incomplete map of optical properties would be generated. As we have shown, the detection sensitivity of a cylindrical diffuser is highly heterogeneous, with certain regions near the diffuser not being sampled by spectroscopic measurements. This means that spectroscopic data would not be available for all locations within the tissue, requiring assumptions of optical properties in un-sampled regions. In schemes that use separate spectroscopy fibers, a full map of optical properties can be generated by translating the spectroscopy fibers[145].

The use of separate spectroscopy fibers is not always an option, as in some cases only a single fiber can physically be inserted into the desired volume. This is typically the situation in iPDT for cholangiocarcinoma[12], as well as in the treatment of other hollow organs. In these cases, the only way to obtain spectroscopic information about the tissue would be to use the single treatment diffuser as both a source and detector.

Of critical importance to the clinical deployment of this technique is the speed of the MC simulation. As previously noted, traditional MC simulations can take several hours to run. With our GPU-accelerated model, we have reduced this run-time to the order of one minute. While this is a large improvement, it would be desirable to further reduce this to the order of one second. Alerstam et al have shown a 300x speed-up by moving to a GPU-accelerated version of MCML[29]. This would be excellent for our
model, but it is unclear whether this speed-up is achievable for our scenario. The model presented by Alerstam et al only allows for layered samples and does not incorporate a diffuser model or fluorescence. This eliminates the need for boundary checks at each voxel and at the diffuser boundary, and removes the need for atomic operations in the detection of fluorescence. These differences can have a significant effect on run-time due to the nature of the GPU. Each of the boundary checks requires a substantial number of conditional statements, even after the optimizations discussed in chapter 3. As mentioned there, all branches of conditionals are executed serially before converging after the conditional[93], resulting in an increase in run-time. The use of atomic operations for fluorescence detection also results in significantly increased run-time. Other studies have shown that the use of atomic operations in GPU-accelerated MC can result in a slowdown of 75%[30].

Our MC model may also be useful in the design of cylindrical diffusing fibers. As mentioned previously, the output irradiance of the diffuser is largely determined by the scattering properties of the diffusive region. These scattering properties are determined by the size and index of the scatterer used, as well as the density of the scatterer. Once a scatterer is chosen, its size and index are known. By simulating a range of $\mu_s$ values and optimizing homogeneity, the density can be computed. This can then be used to manufacture the desired diffuser. Alternatively, some other non-uniform irradiance profile along the diffuser may be desired. Our model can again be used to predict the scatterer concentration required to achieve this profile. This could be done by adjusting a uniform scatterer concentration, or by allowing a heterogeneous distribution
of scatterers. Having a non-uniform distribution of scatterers is often used in the design of two-dimensional diffusers to generate a desired illumination pattern[146], and could therefore be applied to the design of cylindrical diffusers.
Chapter 6

Recovery of Intrinsic Fluorescence from Single-Point Interstitial Measurements

6.1 Introduction

Reflectance spectroscopy can provide a great deal of information about tissue optical properties, as was outlined in chapters 2 and 4. Fluorescence spectroscopy can also be a valuable tool in the analysis of tissues. There exist a number of biologically relevant compounds that are naturally fluorescent, such as nicotinamide adenine dinucleotide (NADH) and flavin adenine dinucleotide (FAD)[147]. The fluorescence of these and other naturally occurring fluorophores has been used to differentiate between healthy and malignant tissue in the oral cavity[148], the larynx[149], and the colon[150], among others. In PDT, the use of fluorescence spectroscopy is particularly important as most photosensitizers are fluorescent[32]. As was described in chapter 2, characteristics of this photosensitizer fluorescence can be used to deduce something about the photodynamic dose being delivered. Finally, a number of drugs are fluorescent, and can be tracked and analyzed using fluorescence spectroscopy. One notable example of this is doxorubicin, which is a chemotherapeutic agent used to treat a wide variety of malignancies[151]. There have been a number of studies done to track doxorubicin concentration after injection using fluorescence in vivo in mouse models[152, 153] and in excised human breast cancer tissue after treatment[154].
In thin samples, collected fluorescence spectra can be analyzed directly in order to yield the concentration of the fluorophore. However, in samples with high scattering or absorption, the detected fluorescence spectrum can be heavily distorted. This is due to emitted fluorescence being absorbed and scattered within the sample. Furthermore, the propagation of the excitation light is affected by the background absorption and scattering, resulting in detected fluorescence that is not exactly proportional to fluorophore concentration or other known environmental factors. This is illustrated in Figure 6.1.

**Figure 6.1** (a) Intrinsic (solid line) and detected (dashed line) doxorubicin fluorescence spectra, normalized to their values at 540 nm, illustrating the spectral distortion induced by background absorption and scattering. The detected fluorescence spectrum was measured in a phantom consisting of 50 mL/L Intralipid and 25 µM MnTPPS. (b) Detected fluorescence spectra measured in a phantom containing doxorubicin at a concentration of 3 µM. Spectra correspond to measurements made as the concentration of the background absorber, MnTPPS, was increased from 2 µM to 12 µM.

The solid line shown in Figure 6.1a is the intrinsic fluorescence spectrum of doxorubicin, while the dashed line is a detected fluorescence spectrum in a solution consisting of 80 mL deionized water, 4 mL of Intralipid-20%, and MnTPPS at a concentration of 25 µM,
with both spectra normalized to their values at 540 nm. The MnTPPS absorption spectrum is shown in Figure 4.19. As can be seen, the shape of the fluorescence spectrum is altered by propagation through a turbid sample. The magnitude of the detected fluorescence is also sensitive to background optical properties, as shown in Figure 6.1b. If a simple correlation between fluorescence magnitude and fluorophore concentration were assumed, each of the spectra shown in Figure 6.1b would return a different doxorubicin concentration. Each of these spectra, however, has the same doxorubicin concentration, with background absorber concentration being the only difference.

Therefore, if we wish to deduce information about a fluorophore based on a distorted detected fluorescence spectrum, we need to correct for the effects of propagation through the turbid medium. This has been studied by a number of research groups. Solutions can roughly be divided into two categories: 1) techniques that rely upon knowledge of the sample’s optical properties and 2) techniques that retrieve intrinsic fluorescence without pre-existing knowledge of the sample’s optical properties. In the first class of techniques, the optical properties of the tissue sample are often determined using diffuse reflectance, as was discussed in chapter 4. These optical properties are then used with a model of light propagation in order to correct for their effects on the fluorescence spectrum. The model often takes the form of Monte Carlo simulation, with the optical properties determined by diffuse reflectance used as inputs to the simulation. Liu et al demonstrated accurate recovery of intrinsic fluorescence using an inverse Monte Carlo model driven by diffuse reflectance measurements[155]. Wang
et al also showed recovery of intrinsic fluorescence, but in a more complex layered model of the skin[156].

Other groups have used approximations to the radiative transport equation in order to model the propagation of fluorescence through a sample. Zhadin and Alfano used a simplified diffusion model in order to correct for distortions to intrinsic fluorescence[157]. Diamond et al demonstrated recovery of intrinsic fluorescence using a full diffusion model and spatially resolved reflectance and fluorescence measurements[158]. Reflectance measurements were fit using Monte Carlo simulations in order to extract optical properties. These optical properties were then used with a diffusion model of fluorescence in order to recover fluorophore concentration. A more complex method is known as the forward-adjoint model, and will be discussed in detail in the next section.

Photon migration theory can also be used to correct fluorescence spectra using measured diffuse reflectance, as was demonstrated by Wu, Feld, and Rava[73]. This can result in very simple corrections that consist of dividing the measured fluorescence by the diffuse reflectance spectrum, as was used in chapter 2. Finlay et al expanded this method by introducing an empirical correction to the detected fluorescence based on a measurement of the diffuse reflectance measured at the excitation wavelength[54]. A version of this, adapted to the probe geometry, was used in chapter 2 to correct detected Pc 4 fluorescence spectra.

Techniques that do not require the optical properties to be known a priori have not been investigated as thoroughly. Finlay and Foster used the forward-adjoint
fluorescence model in order to recover intrinsic fluorescence by assuming that the absorbers and scatterers in a sample are known, but not their concentrations[99]. This allowed for the simultaneous recovery of fluorophore concentration and background optical properties. Chang et al used an analytical expression based on diffusion theory in order to extract intrinsic fluorescence from a 2-layered skin model[159]. This is then used to provide possible diagnostic information on cervical dysplasia.

In this chapter, we demonstrate a method for the recovery of intrinsic fluorescence and optical properties from turbid samples using a single interstitial, isotropic source and detector. This recovery does not require a separate diffuse reflectance measurement. The forward-adjoint method is utilized, with modifications made to account for the interstitial geometry. Verification of the method is performed in tissue simulating phantoms containing doxorubicin as a fluorophore.

6.2 Forward-adjoint fluorescence model

As discussed previously, the absorption and scattering properties of a sample can have a significant effect on the detected fluorescence spectrum. In order to correct for these sample-induced distortions to the fluorescence, a model of fluorescence propagation and detection is required. Here, we use the forward-adjoint method, first proposed by Crilly et al[160].

In this method, the generation and detection of fluorescence is represented by two functions, the fluence distribution generated by the source and the positional importance. The fluence distribution can be calculated or simulated by forward-modeling techniques, such as those described in chapter 4, or Monte Carlo techniques such as those described
in chapter 3. The adjoint portion of the method is accounted for in the positional importance. Rather than represent the propagation of fluorescence as a combination of photon sources at the locations of fluorescence generation, the adjoint approach determines the locations that contribute to the detected signal as a function of the optical properties. The positional importance is therefore the probability that a given detected photon originated from a specific point in the sample.

The forward-adjoint fluorescence model is expressed mathematically as

$$F_{\text{det}} = \frac{\lambda_x}{\lambda_m} \mu_{af} \Phi_f \int \Phi_x(\vec{r}) \Phi_m(\vec{r}) dV$$

(6.1)

where $\lambda_x$ and $\lambda_m$ are the excitation and emission wavelengths, respectively, and $\mu_{af}$ and $\Phi_f$ are the absorption coefficient of the fluorophore at the excitation wavelength and the fluorescence quantum yield, respectively[99]. These terms combined represent the intrinsic fluorescence, $F_0$. $\Phi_x(\vec{r})$ is the fluence generated by the source, and $\Phi_m(\vec{r})$ is the positional importance, both of which depend on the optical properties of the sample. The subscripts $x$ and $m$ correspond to excitation and emission, respectively, here and in the rest of this chapter. This integral represents the propagation of excitation and emission light through the sample, and therefore accounts for the distortion of the intrinsic fluorescence spectrum.

As mentioned previously, the form of the fluence and positional importance requires the use of an approximation to the radiative transport equation. Here, we use the $P_3$ approximation, as detailed in chapter 4. We are interested in the use of an isotropic source and detector, so we consider the case of an isotropic point source in an infinite medium. The fluence is given in this case by equation 4.19. This expression for fluence
accounts for the diffuse portion of light propagation, but does not account for ballistic photons. In the limit of zero background absorption and scattering, this results in equation 6.1 predicting zero detected fluorescence, which is clearly incorrect. We therefore introduce a term to equation 4.19 to account for light that propagates along a straight-line path. This results in an expression for fluence given by

$$\Psi_0(r) = B^r e^{-\nu r} + B^+ e^{-\nu^+ r} + \sqrt{\frac{1}{4\pi}} \exp(-\mu r)$$

(6.2)

where the definitions and values of all coefficients are given by equations 4.8 and 4.18. This results in the proper limiting behavior as the background scattering and absorption go to zero (i.e. $F_{\text{det}} = F_0$ when background absorption and scattering both go to zero), and ensures that the integral in equation 6.4 converges under these conditions. The form of the positional importance is identical, but with optical properties corresponding to the emission wavelength[160]. In order to obtain an expression for detected fluorescence, we evaluate equation 6.1 using equation 6.2 for $\Phi_x(\vec{r})$ and $\tilde{\Phi}_m(\vec{r})$. This results in an integral of the form

$$F_{\text{det}} = F_0 \int_{r=0}^{\infty} \int_{\theta=0}^{\pi} \int_{\phi=0}^{2\pi} \Phi_x(r_x) \tilde{\Phi}_m(r_m) r_x^2 \sin(\theta) dr_x d\theta d\phi.$$

(6.3)

Since we are using the same isotropic probe as a source and detector, $r_x = r_m = r$, and the problem is symmetrical in $\theta$ and $\phi$. This simplifies the integral to

$$F_{\text{det}} = 4\pi F_0 \int_{r=0}^{\infty} \Phi_x(r) \tilde{\Phi}_m(r) r^2 dr.$$

(6.4)
With the expressions for fluence and positional importance given by equation 6.2, this results in the expression for detected fluorescence given in equation 6.5,

\[
F_{\text{det}} = 4\pi F_0 \left[ \sum_{i \neq s} \sum_{j \neq s} B^i_m B^j_m \frac{\nu^i_j \nu^j_i}{(\nu^i_s + \nu^j_m)} \right] + \frac{1}{4\pi} \left[ \sum_{k \neq s} \nu^k_s (\nu^k_s + \mu_{t,m}) + \sum_{l \neq s} \nu^l_m (\nu^l_m + \mu_{t,s}) + \frac{1}{4\pi} \frac{1}{\mu_{t,s} + \mu_{t,m}} \right],
\]

(6.5)

where the coefficients are again found in equations 4.8 and 4.18. This expression is identical to equation (5) from Finlay and Foster [99], in the limit of the source-detector separation going to zero and with the addition of terms to account for proper limiting behavior. For realistic values of \( \mu_s \), the terms corresponding to this correction are negligible compared to those contained in the first line of equation 6.5.

In techniques that have access to diffuse reflectance measurements of the sample, equation 6.5 would be evaluated directly using the measured optical properties. The detected fluorescence would be divided by the distortion induced by background absorption and scattering in order to determine the intrinsic fluorescence. Here, we want to determine the intrinsic fluorescence directly without \textit{a priori} access to the sample’s optical properties. In order to do this, we invoke knowledge of the absorbers present in the sample and the scattering spectrum shape given by equation 4.36. An iterative fitting procedure can then be utilized in order to determine the intrinsic fluorescence.

In order to determine the value of the distortion to the intrinsic fluorescence, the scalar error metric

\[
\chi^2 = \sum_\lambda \left[ F_{\text{det, norm}}(\lambda) - F_{\text{calc, norm}}(\lambda) \right]^2
\]

(6.6)
is minimized for the entire spectrum using a constrained non-linear optimization (fmincon, MATLAB, Mathworks, Natick, MA), with the absorber and scatterer concentrations constrained to be positive. Here \( F_{\text{det,norm}} \) is the measured, detected fluorescence spectrum divided by its value at some wavelength \( \lambda_0 \). \( F_{\text{calc,norm}} \) is a calculated detected fluorescence spectrum, computed using equation 6.5, the known shape of the intrinsic fluorescence spectrum and a trial set of absorber concentrations and scatterer parameters, divided by its value at \( \lambda_0 \). The absorption spectra consist of the absorption due to the background absorbers, as well as the absorption due to the fluorophore. The normalization is performed because \( F_{\text{det}} \) and \( F_{\text{calc}} \) are on different scales. In the computation of \( F_{\text{calc}} \), \( F_0 \) is assumed to consist of only one fluorophore. However, the fitting procedure could be expanded to include multiple fluorophores, as described in Finlay and Foster[99].

After the optimum set of optical properties is determined, these are used to generate the distortion

\[
D = 4\pi \left[ \sum_{j=+(-)} \sum_{j=+(-)} \frac{B_x^i B_m^j}{v_j(v^j + v^i_m)} \right. \\
+ \frac{1}{4\pi} \left( \sum_{k=(+,-)} v_k^j (v_k + \mu_{i,m}) + \sum_{j=+(-)} v_j^i (v_j + \mu_{i,x}) + \frac{1}{4\pi} \frac{1}{\mu_{i,x} + \mu_{i,m}} \right),
\]  

(6.7)

where the coefficients correspond to the minimized set of optical properties. The intrinsic fluorescence is then found by

\[
F_0 = \frac{F_{\text{det}}}{D}.
\]  

(6.8)
In principle, the optical properties found should correspond to the sample optical properties. However, we found that there was some cross-talk between the absorption due to the fluorophore and that due to the background absorbers. Therefore, a second fitting step is performed in order to separate these effects. In order to do this, $F_0$ is fixed at the value found in equation 6.8. As described above, this $F_0$ consists of the absorption of the fluorophore and the quantum yield. The quantum yield is assumed to be a constant value and is derived by calibration with known concentrations of the fluorophore in question. The value of $F_0$ can therefore be used to calculate $\mu_{a,f}$ and the concentration of the fluorophore. This concentration of fluorophore is then used to set the contributions of the fluorophore to the absorption at the excitation and emission wavelengths.

Minimization is then performed over the error metric

$$\chi^2 = 1000 \sum (F_{\text{det}} - F_{\text{calc}})^2$$

where $F_{\text{det}}$ is the detected fluorescence spectrum and $F_{\text{calc}}$ is the detected fluorescence spectrum calculated using equation 6.5, the known $F_0$, and a trial set of background absorber concentrations and scattering parameters. The minimization is performed with a constrained global minimizer (MultiStart, MATLAB), in order to ensure that local minima are not found. MultiStart was chosen as a global optimizer to ensure deterministic results. The absorber concentrations and scattering parameters, $a$ and $b$, are constrained to be non-negative. The factor of 1000 was included to ensure that the optimization runs to completion.
6.3 Experimental validation

The method outlined in section 6.2 was verified by measurements in tissue-simulating phantoms.

6.3.1 Phantom preparation

Tissue-simulating phantoms consisted of deionized water, Intralipid-20% as a background scatterer, and MnTPPS as a background absorber. The fluorophore used was doxorubicin hydrochloride. Phantoms were prepared with 80 mL of deionized water and 4 mL of Intralipid-20%, to which varying concentrations of MnTPPS and doxorubicin were added. MnTPPS was prepared at a stock solution of 10 mg/mL by dissolving powdered MnTPPS in deionized water.

Absorption basis spectra for MnTPPS and doxorubicin were measured using a commercial spectrophotometer (Varian 50 Bio, Palo Alto, CA). The MnTPPS spectrum was found by measuring MnTPPS in deionized water at a concentration of 25 µM, and averaging the results of multiple measurements in order to improve the signal-to-noise ratio. The doxorubicin basis spectrum was found by measuring doxorubicin HCl in deionized water at a concentration of 85 µM. Normalized versions of these spectra are shown in Figure 6.2.
Figure 6.2 Normalized absorption spectra of MnTPPS (solid line) and doxorubicin (dashed line) in deionized water. Spectra were measured using a commercial spectrophotometer.

The fluorescence basis function for doxorubicin was found by making measurements, as described in the next section, of doxorubicin fluorescence in a phantom consisting of 80 mL of deionized water, 0-4 mL of Intralipid-20%, and doxorubicin at concentrations of 1.5-15 µM. These spectra were then divided by $4\pi D$, calculated using equation 6.7 and the known scatterer and doxorubicin concentration, in order to retrieve the intrinsic doxorubicin fluorescence. These spectra were normalized and averaged over all measured data in order to create the basis spectrum shown in Figure 6.1.
6.3.2 Data collection and correction

Spectra were collected using the system shown in Figure 6.3.

![System used for collection of fluorescence spectra. BPF and LPF refer to band-pass and long-pass filters, respectively.](image)

**Figure 6.3** System used for collection of fluorescence spectra. BPF and LPF refer to band-pass and long-pass filters, respectively.

Fluorescence was excited by a 488 nm laser diode (iBeam Smart 488-S, Toptica Photonics, Victor, NY), filtered by a bandpass filter (model 52650, Oriel Instruments, Stratford, CT). This excitation light was passed through a dichroic mirror (488trans-Pc-xr, Chroma Technology Corporation, Bellows Falls, VT), and focused into a fiber-coupled isotropic probe (model IP85, Medlight SA, Switzerland). The emitted fluorescence was collected by the isotropic probe, collimated, reflected off of the dichroic mirror, and filtered with a long-pass filter (HQ500LP, Chroma Technology Corporation). This was then focused into an optical fiber and detected by a TE-cooled, 16-bit spectrometer (B&W Tek, Newark, DE). Integration times varied by experiment, but were generally in the range of 50-500 ms. Data collection and instrument control were performed with a laptop computer through a custom LabVIEW interface (National Instruments, Austin, TX).
After data collection, raw fluorescence spectra were corrected for dark background, system response, integrating time, and excitation power. Dark spectra collected without excitation light were subtracted from each measured fluorescence spectrum. After dark subtraction, each spectrum was divided by a wavelength-dependent system response. This was found by placing the isotropic probe into a 6” integrating sphere, with a baffle between the detector port and the probe (Labsphere, North Sutton, NH). A NIST-traceable lamp (model LS-1-CAL, Ocean Optics, Dunedin, FL) was then used to illuminate the sphere through the baffled detector port, and the spectrum detected. This detected spectrum was divided by the known lamp spectrum to get the system response. All spectra were also divided by the integration time and excitation power, in order to get all measured spectra on the same scale. Excitation power was measured using the integrating sphere mentioned previously with a silicon photodiode (SDA-050-U, Labsphere) and calibrated radiometer (SC-6000, Labsphere). Excitation power was typically on the order of 5 mW.

Spectra were also corrected for fluorescence created within the spectroscopy system, as shown in Figure 6.4. The spectrum shown by the solid line was measured in a phantom containing doxorubicin, with the large features at wavelengths longer than 660 nm coming from the spectroscopy system.
Figure 6.4 Detected fluorescence spectrum showing contributions from the desired doxorubicin fluorescence and the system fluorescence. The solid line represents a detected fluorescence spectrum measured in a phantom containing doxorubicin with evidence of system fluorescence. The open circles represent a fit of the system fluorescence in the range of 665-700 nm to the measured data. This fit is used to remove the effects of system fluorescence.

In order to correct for this, spectra were measured in either 80 mL of water or 80 mL of water with 1-4 mL of Intralipid-20%. The spectra taken in phantoms containing Intralipid were then corrected for scattering-induced distortion using equation 6.7. The resulting spectra were then normalized and averaged to produce the spectrum shown by the open circles in Figure 6.4. System fluorescence was found to come largely from the isotropic probe. This system fluorescence spectrum had two peaks at 678 and 693 nm, which were outside the range used for fluorescence measurement and in a region of low absorption and scattering. Therefore, this region could be fit using a non-linear optimization from 665-700 nm, as shown in Figure 6.4, to determine the contribution of system fluorescence to the detected signal. For each fluorescence spectrum collected,
two measurements were made. One was at low integration time (40-50 ms) in order to capture the system fluorescence peaks without saturating the detector. This spectrum was used for the fitting procedure shown in Figure 6.4. Another spectrum was then taken at a higher integration time (typically 100-500 ms), in order to use the full dynamic range of the spectrometer in the 500-650 spectral window. The system fluorescence fit from the first spectrum was then scaled to the integration time of the second spectrum, and subtracted off. The fitting could not be performed directly on the spectrum measured at higher integration time because the integration times used caused the system fluorescence to saturate the detector.

### 6.3.3 Results

Experimental verification of the technique was performed in tissue-simulating phantoms as described above, at doxorubicin concentrations ranging from 1.5-50 µM. At each doxorubicin concentration, spectra were collected for 5 MnTPPS concentrations from 2-12 µM. For each phantom, fluorescence measurements were made, as described previously, and corrected for dark background, system response, and system fluorescence.

After correction, fluorescence spectra were analyzed using the fitting algorithm described in section 6.2. The results for a particular experiment are shown in Figure 6.5.
Figure 6.5 Recovered intrinsic fluorescence spectrum (○) using the forward-adjoint model, compared to the known intrinsic fluorescence spectrum (solid line) for a doxorubicin concentration of 12 µM.

The open circles correspond to the recovered intrinsic fluorescence spectrum, while the solid line represents the known intrinsic fluorescence spectrum, based on the doxorubicin concentration in the phantom. For this experiment, the doxorubicin concentration was 12 µM and the MnTPPS concentration was 4.75 µM.

A summary of doxorubicin concentration recovery over all measured phantoms is shown in Figure 6.6a.
Figure 6.6 (a) Recovery of doxorubicin concentration using the forward-adjoint fluorescence model in tissue-simulating phantoms containing Intralipid-20% and MnTPPS. The accuracy of concentration recovery breaks down beyond a doxorubicin concentration of approximately 25 µM, due to self-quenching. The solid line represents perfect agreement. (b) Fitted magnitude of doxorubicin fluorescence with increasing doxorubicin concentration, measured using a commercial fluorometer.

In Figure 6.6a, data points represent the average recovered doxorubicin concentration for an experiment consisting of measurements at five MnTPPS concentrations, with error bars representing standard deviation. As can be seen the recovery is good up to a doxorubicin concentration of approximately 25 µM. Beyond this point, self-quenching of the doxorubicin fluorescence occurs. In this process, there is direct energy transfer between adjacent fluorophores[161]. Unlike inner filtering, which is re-absorption of fluorescence by the fluorophore, self-quenching does not have an appreciable effect on the shape of the detected fluorescence spectrum. The only effect is a reduction in overall fluorescence magnitude. Therefore, this method cannot correct for the effects of self-quenching, meaning that a doxorubicin concentration of 25 µM represents a fundamental upper limit for recovery. This value is comparable to the results of fitting doxorubicin
fluorescence spectra measured in a commercial fluorometer, as shown in Figure 6.6b. Here doxorubicin fluorescence was measured in a 1 cm quartz cuvette with increasing fluorophore concentration. The results were then fit using non-linear least squares and the doxorubicin fluorescence basis function in order to determine the magnitude of the fluorescence. In clinical studies, the maximum doxorubicin concentration in tumor tissue was found to be 819 ng per g of tumor tissue[162]. Assuming a tumor density of 0.95 g/mL[163], this translates to a doxorubicin concentration of 1.3 µM, which is well below the 25 µM threshold.

If only the range of doxorubicin concentrations below 25 µM is considered, the recovery is as shown in Figure 6.7.

![Figure 6.7](image)

**Figure 6.7** Recovery of doxorubicin concentration using the forward-adjoint fluorescence model in the concentration regime not affected by self-quenching. The solid line represents perfect agreement.

In this regime, the recovery of doxorubicin concentration is good. The mean error in recovery is 11.8%, with a maximum error of 30%.
After determination of doxorubicin concentration, the second step of the fitting algorithm is run in order to determine the background optical properties. While the primary goal of this method is to recover intrinsic fluorescence, recovery of optical properties can be considered as a secondary benefit of the technique. The results of this for an individual experiment are shown in Figure 6.8.

![Figure 6.8](image)

**Figure 6.8** Recovery of (a) $\mu_a$ and (b) $\mu_s$ using the forward-adjoint fluorescence model. In both cases, open circles are recovered optical properties and solid lines are known optical properties. The absorption spectrum contains contributions from 12 $\mu$M doxorubicin and 4.75 $\mu$M MnTPPS.

Here the open circles represent recovered values, while solid lines represent the known optical properties of the phantom. These are derived from the same measurements that were used to determine the intrinsic fluorescence shown in Figure 6.5.

The recovered absorption of MnTPPS can then be used to calculate concentration, based on the known molar extinction of MnTPPS. A summary of this is shown in Figure 6.9.
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Figure 6.9 Recovery of MnTPPS concentration from fluorescence measurements analyzed using the forward-adjoint model. The solid line represents perfect agreement. The data points represent the average recovered MnTPPS concentration over four experiments at doxorubicin concentrations of 1.5-25 µM, with error bars corresponding to standard deviation. The recovery of background absorption tracks linearly with increasing MnTPPS concentration, but is not as accurate as the recovery of fluorophore concentration. The mean error in recovery of MnTPPS concentration was 23.2%, with a maximum error of 33.9%. As previously stated, recovery of doxorubicin concentration is of primary importance, so the seemingly large errors in MnTPPS concentration recovery are not of deep concern.

The recovery of the scattering parameters shown in equation 4.36 is summarized in Figure 6.10. Here, the value of $\lambda_0$ was set to 488 nm so that the value of $a$ was equal to the scattering coefficient at the excitation wavelength.
Figure 6.10 Recovery of scattering parameters (a) \(a\) and (b) \(b\), according to equation 4.36, using the forward-adjoint fluorescence method. Solid lines represent known values, while data points represent averages over measurements made in phantoms with the same MnTPPS concentration and varying doxorubicin concentration.

Here the solid lines represent the actual value computed for the phantom, while data points represent averages over measurements made in phantoms with the same MnTPPS concentration, but varying doxorubicin concentration. Error bars again represent standard deviation. The values of scattering parameters were chronically over-predicted, with mean errors of 24.4% and 21.2% in \(a\) and \(b\), respectively. The mean error in the recovery of the overall \(\mu_s\) spectrum was found to be 19.8%.

### 6.4 Discussion

To the best of our knowledge, this is the first time that intrinsic fluorescence has been recovered from point fluorescence measurements made in a turbid medium without \textit{a priori} knowledge of the optical properties. As mentioned in the introduction to this chapter, there has been a great deal of work done on the recovery of intrinsic fluorescence informed by diffuse reflectance measurements of optical properties made at the surface of the sample, with comparatively little done without \textit{a priori} knowledge of the optical
properties. In the interstitial regime, there has also been some work done on the recovery of intrinsic fluorescence. Finlay et al demonstrated recovery of motexafin lutetium fluorescence in the human prostate using a single side-firing optical fiber to excite and detect fluorescence[19]. This recovery utilized the forward-adjoint model, but required a separate measurement of the tissue optical properties.

Compared to schemes that employ a separate determination of optical properties, the accuracy of fluorophore concentration that we demonstrate here is similar. Weersink et al demonstrated recovery of fluorophore concentration with a root mean square error of 14.6%, using a ratio of detected fluorescence to reflectance as a metric of fluorophore concentration[164]. Diamond et al demonstrated recovery with error of 8%, using a diffusion model of fluorescence informed by reflectance measurements to determine optical properties[158], and Müller demonstrated accuracy of approximately 90%, using a method based on photon migration theory[165]. Given that these techniques employ external knowledge of optical properties, the 11.8% error for the technique described here compares favorably with these estimates.

The method presented here is also capable of extracting optical properties. As mentioned previously, this has been previously performed in surface geometry. Chang et al claimed that their method was capable of providing good recovery of optical properties, but did not provide any data to substantiate this claim[159, 166]. However, their recovery of fluorescence is quite robust, so it can be surmised that the recovery of optical properties is of good quality as well. Finlay and Foster demonstrated recovery of absorption from hemoglobin that was approximately 20% lower than the value
determined by diffuse reflectance[99]. They were able to recover oxygen saturation and
the Hill parameters very accurately, though, which is often the goal of tissue
spectroscopy. The 23.2% mean error in the recovery of absorption reported here is
therefore comparable to previously reported results.

The technique described in this chapter does not require a separate measurement
in order to determine the tissue optical properties before recovery of intrinsic
fluorescence. This represents a significant reduction in clinical complexity, as illustrated
in the simple system diagram depicted in Figure 6.3. Simplified instrumentation should
ease the transition of the technique in the clinic, where it can be used to examine a
number of medically relevant fluorophores.

This method also has some limitations. Since the determination of fluorescence
distortion requires the background absorbers to induce a shape change in the detected
spectrum, the technique will only work in the presence of absorbers with distinct
absorption features. This is why the technique works well in the 500-620 nm region,
where both MnTPPS and hemoglobin have strong absorption features with distinct
shapes. In the NIR region, the absorption of hemoglobin is much lower and lacks strong
features. This was evident in a study done by Cottrell et al[55]. The authors employed a
divide-by-reflectance method for correction based on Wu et al[73], and found that the
measured reflectance spectrum was featureless and stable. This division was therefore
omitted. The method presented here will also not be as strong for fluorophores with a
large Stokes shift. Currently, the absorption at the excitation wavelength can be
determined because the effects of this absorption are also apparent in the emission
spectrum. For fluorophores with large Stokes shifts, the absorbers in the excitation and emission windows may be different, making it impossible to determine the effects of excitation attenuation from detected fluorescence spectra. This would require a separate measurement at the excitation wavelength, as was employed by Finlay et al.[54]. Fortunately, the fluorophores we are currently interested in have emission around 550-600 nm and do not possess overly large Stokes shifts.

One fluorescent compound that we are particularly interested in examining clinically is doxorubicin. As mentioned previously, doxorubicin is a potent chemotherapeutic agent used to treat a number of malignancies. We are particularly interested in the determination of doxorubicin concentration in the liver after transcatheter arterial chemoembolization (TACE). In this therapy a chemotherapeutic agent, in this case doxorubicin, is selectively delivered to the arteries feeding a tumor. Embolization beads are delivered either simultaneously with the drug or directly afterwards in order to occlude the blood vessels feeding the tumor. This leads to higher drug concentration in the tumor, lower drug concentration in systemic circulation, and reduced blood-flow to the tumor. TACE has been used successfully as a palliative therapy for a number of liver cancers, with significantly improved survival times[167, 168].

The concentration of doxorubicin delivered to a tumor can have a significant impact on the tumor outcome[162]. However, in TACE the doxorubicin concentration delivered to the tumor is not known exactly, or routinely measured. In a typical TACE procedure, the physician injects doxorubicin embedded in embolization beads until there
is stasis of blood flow into the tumor. This can result in individual patients receiving differing concentrations of doxorubicin, which could have implications for the outcome of the treatment. Measurements of doxorubicin concentration in systemic circulation after TACE have been made[169], but there have not been measurements made of the local doxorubicin concentration in the tumor after TACE. Fluorescence-based recovery of intrinsic doxorubicin fluorescence has previously been demonstrated in mouse models[153], but this again requires a separate measure of tissue optical properties and is performed at the tissue surface.

We are actively pursuing a clinical trial in order to determine the concentration of doxorubicin present in liver tumors, specifically hepatocellular carcinoma, after TACE using the forward-adjoint method presented here. In order to do this, a 19-gauge biopsy needle will be inserted percutaneously into the tumor mass under image guidance, directly after the TACE procedure. Upon insertion, the core of the needle will be removed and the sterile, single-use isotropic optical probe will be inserted into the tumor. The detected fluorescence will then be analyzed using the method outlined in this chapter. We have secured grant funding for this project[170], and are currently writing clinical protocols for submission to the University of Rochester Research Subject Review Board. We hope to analyze the correlation between doxorubicin concentration in the tumor after TACE treatment and tumor outcome.
Chapter 7

Treatment Planning for Interstitial PDT

7.1 Introduction

As has been discussed extensively in this thesis, the optical properties of a patient’s tumor and surrounding normal tissues can have a large impact on the volume treated in PDT. This can influence the segment of the tumor that receives a prescribed light dose, as well as affect the dose delivered to healthy tissues surrounding the tumor. In a typical PDT treatment, a physician will prescribe a certain threshold dose that tumor tissues must receive and a maximum permissible dose to adjacent normal tissue. This threshold dose is often determined empirically, using experiments in animal models[171] and informed by dose escalations performed in clinical trials[44]. Given varying optical properties and photosensitizer concentrations between patients, a treatment plan must seek to achieve this threshold dose on a patient by patient basis.

This is similar to the planning process for ionizing radiation. For radiation treatment planning, CT or MR images of the patient are taken, a target dose is prescribed, and the source distribution is designed such that this dose is achieved. Treatment planning is a mature field for ionizing radiation, and there are a number of commercial treatment planning packages available. These packages allow for accurate computation of dose, with 88% of patients receiving a median dose within 5% of the prescribed dose[172]. We therefore seek to provide an optical analog to this procedure for PDT.
In treatment planning for ionizing radiation, the electron densities obtained from CT imaging can be used to compute dose. In the optical regime, we do not have access to comparable information from imaging. Optical properties must therefore be determined by alternative means, as discussed in chapter 4. This is particularly pressing because of the wide inter- and intra-patient variability in optical properties that can occur. A number of studies have demonstrated this variability[173]. In particular, Simpson et al demonstrated that the magnitude of variation in the absorption coefficient of excised human skin was of the same order as the value of the absorption coefficient[124]. We have also shown this in freshly excised human kidneys, with values of the absorption and scattering coefficients varying over more than an order of magnitude for the same tissue type[123].

The patient’s anatomy can also have a large effect on the propagation of light through the tumor and surrounding healthy tissue. This can be due to index of refraction mismatches within the patient, which can lead to fluence distributions that are different from those expected in uniform tissue volumes. At air interfaces, index mismatches can cause a greater deposition of fluence close to the boundary. In the case of interstitial PDT for tumors deep within the body, air interfaces are not as common, but there can still be significant index mismatches. Imaging also allows for differentiation between diseased and healthy tissue. As mentioned previously, the physician will often prescribe a threshold dose for diseased tissue. A maximum dose for surrounding healthy tissue will generally also be prescribed. This is especially important in organs such as the prostate, where there a number of critically important anatomical components nearby.
There have been a number of previous efforts to integrate optical spectroscopy and models of light propagation for rigorous planning of PDT treatments. These schemes typically utilize CT or ultrasound images in order to identify diseased and healthy tissue, and then use patient-specific optical properties in order to determine the treated region. Many of these treatment planning efforts for interstitial PDT have focused on the prostate, due to the risk of undesirable side effects from other treatment modalities [42]. Altschuler et al demonstrated the optimization of source position, length, and strength in order to plan PDT of the prostate [45]. Their optimization was based on the Cimmino feasibility algorithm, which has been used extensively in radiotherapy and guarantees convergence on a solution. Swartling et al used ultrasound images to define their treatment volume, and diffuse reflectance measurements coupled with a diffusion approximation in order to create treatment plans for PDT of prostate cancer [43]. Their computation of source strength was based on delivery of a threshold dose to the tumor region while minimizing exposure to surrounding organs, and also used the Cimmino algorithm. Their threshold dose was based on previous studies of PDT in prostate cancer [11]. Davison et al also demonstrated a treatment planning system for PDT of the prostate, again based on ultrasound imaging and a diffusion approximation for light propagation [44]. However, their calculations of light dose were based on an assumption of uniform optical properties throughout the prostate. They achieved good results, with a correlation shown between calculated light dose and tumor response.

In this chapter, we seek to integrate the optical spectroscopy developed in chapter 4 with MC models demonstrated in chapters 3 and 5 in order to create treatment plans for
interstitial PDT. Coupled with clinical CT images, this allows for individualized treatment plans to be created. We demonstrate the method by which optical and anatomical information are combined, provide an algorithm for the placement of diffusers, and demonstrate the results of treatment planning.

7.2 Integration of clinical imaging and spectroscopy

Before radiotherapy, patients are typically imaged with CT or MRI. Since this is standard clinical practice, we seek to utilize this information for PDT treatment planning. Clinical CT data sets were provided by Daryl Nazareth of the Roswell Park Cancer Institute in Buffalo, NY. These data sets were in the Digital Imaging and Communications in Medicine (DICOM) standard, and contained the image slices as well as information about the imaging equipment and conditions. For the data we were provided, the pixel size was 1.27 x 1.27 mm, with a slice thickness of 2.5 mm. The image stack consisted of 165 512x512 CT images. A 3D rendering of a typical image stack is shown in Figure 7.1.
Figure 7.1 3D rendering of a CT stack taken from a head and neck cancer patient, illustrating the insertion of cylindrical diffusing fibers for PDT.

This data set comes from a head and neck cancer patient that received radiotherapy at Roswell Park, with the insertion of cylindrical diffusing fibers shown for reference. A cut through this stack is shown in Figure 7.2a.

Figure 7.2 Cut through the CT data stack showing (a) CT image data, using a soft tissue window, and (b) regions of interest as prescribed by the physician. In this case, ROIs are derived from radiotherapy treatment planning, so planning target volume (PTV) values correspond to radiation dose in Gray. The other structures visible are lymph nodes (LN).
The patient was lying on their back, with this image slice coming at the level of the mouth. Here the tumor and surrounding healthy tissue are visible, along with teeth and bones.

This anatomical information is imported into the MC simulation space by accessing the MATLAB engine from C code. This is done to take advantage of DICOM interpretation routines available in MATLAB, while still allowing for the simulation to be run in C. Initially, each voxel in the CT data stack is represented by a single voxel in the MC simulation space. The initial voxel size in the MC simulation is therefore defined by the voxel size in the CT data set, which is specified in the DICOM file. At run-time, however, the MC voxel size is re-scaled to fit a user-defined volume of interest. For example, if the user were only interested in a 2 cm cuboid region around the treatment fiber, the MC voxels would be scaled to uniformly cover this region. This allows for determination of deposited light dose at higher resolutions than are possible in CT images.

In addition to anatomical information, the DICOM file for the CT stack also contains regions of interest (ROIs), as specified by the physician. These ROIs designate whether a certain area is tumor or healthy tissue, and what dose the region should receive. A depiction of this is shown in Figure 7.2b. In this case, the ROIs are derived from a radiotherapy treatment plan, so the planning target volume (PTV) values shown correspond to planned radiation doses, in Gray. For a PDT treatment, these values would be specified as a given light dose in units of J/cm². The other structures visible are lymph
nodes (LN). These ROIs are used to inform optimization of the treatment fiber placement, as will be described in the next section.

The CT images and ROIs discussed above define the patient’s anatomy. In order to make an individualized treatment plan, we also require knowledge of the patient’s optical properties. In a typical case, optical property measurements are made before or during the PDT treatment. In our case, the interstitial optical probe described in chapter 4 is used. While this provides reasonably accurate values of the optical properties, it does not sample the entire treatment volume, with the optical properties determined from an interstitial spectroscopy measurement only known rigorously in a specific region. A larger volume can be sampled by translating the optical probe along the path of insertion, but this still only samples a region confined along this path. Therefore, we must make some assumption about the optical properties of tissues not sampled spectroscopically. This could potentially be done by assuming typical values of optical properties taken from the literature. Cheong et al provide a compilation of tissue optical properties for a variety of tissue types at a number of clinically relevant wavelengths[173]. Another option, which we have chosen to implement, is to assume that the optical properties in remote regions are homogeneous and equal to the sampled optical properties. This has been done previously in treatment planning for PDT of the prostate, with optical properties at 763 nm shown not to vary significantly within a particular prostate in the majority of patients[44]. These optical properties are imported into the simulation space using MATLAB, and are used to drive subsequent MC simulations and treatment planning.
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7.3 Optimization of diffuser placement

After the patient’s anatomy and optical properties are determined and imported into the simulation space, the placement of the treatment fibers must be determined. As mentioned previously, the treatment fibers typically used for interstitial PDT are cylindrical diffusers. In order to define a treatment plan, we must therefore specify the number and the placement of diffusers required to achieve the prescribed light dose.

Determination of these values is achieved through the use of non-linear optimization, with the metric to be minimized defined as

$$\chi^2 = 1 - \frac{T_{\text{thresh}}}{T} + C \frac{H_{\text{thresh}}}{H},$$

where $T_{\text{thresh}}$ is the number of voxels in the tumor with a deposited dose equal to or greater than the prescribed dose, $T$ is the total number of voxels in the tumor, $H_{\text{thresh}}$ is the number of healthy voxels equal to or greater than the maximum tolerated healthy dose, and $H$ is the total number of healthy voxels. $C$ is a scaling factor that can be adjusted, based on the vulnerability of surrounding healthy tissue. If the surrounding healthy tissue were functionally vital, the value of $C$ would be large. In cases where the surrounding healthy tissue is not of critical importance, this value would be lower or zero.

Optimization begins by placing a single diffuser at roughly the center of the tumor volume. The fluence distribution created by this source is defined by equation 4.27, with the value of $\delta$ determined by running a MC simulation at the specified optical properties. An approximation to the fluence distribution is used rather than a MC simulation at each step in order to speed up the optimization process. Even though we are using GPU-
accelerated MC simulations that can be run in approximately 30 seconds, a non-linear optimization requires the objective function to be evaluated a large number of times. This would translate to unreasonably long execution times for determination of fluence distributions, particularly in the case of multiple treatment fibers.

At each step of the optimization, the diffuser position is moved and the objective function shown in equation 7.1 is evaluated for the fluence distribution specified by equation 4.27. If a specified fraction of the tumor receives the prescribed light dose, the optimization is terminated and the diffuser position is recorded and provided to the user. If this is not achieved, an additional diffuser is added and the optimization is repeated. This process continues until the tumor volume receives the prescribed light dose, or the addition of another diffuser would result in a source separation of less than $1/\delta$. This is done to ensure that diffusers are not placed unreasonably close to another, as this can be clinically challenging to achieve or may cause unacceptable injury.

An example of this process is shown in Figure 7.3 for the case of an elliptical tumor embedded in healthy tissue. The tumor has equatorial radii of 1.1 cm and a polar radius of 1.3 cm, and is surrounded by a cuboid volume of normal tissue that is 3.8 x 3.8 x 4.6 cm. This normal tissue volume was designed to be 1 cm larger than the maximum tumor dimension in each Cartesian direction.
Figure 7.3 Contour plots showing the results of source optimization for the case of (a) one cylindrical diffuser and (b) five cylindrical diffusers. In this case, the use of five diffusers was found to be optimal. Each contour line represents an increment of 100 J/cm$^2$ in the delivered dose, and the thick black line represents the boundary between tumor and healthy tissue. Each diffuser delivered 200 J/cm of fluence.

In this case, the tumor and healthy tissue optical properties are derived from measurements made of excised human kidneys, as described in chapter 4. Figure 7.3a shows the results of optimization for a single diffuser, while Figure 7.3b shows the final results of the optimization. The optimization was run with a target tumor light dose of 100 J/cm$^2$, and each diffuser delivering 200 J/cm of fluence. Here, a total of 5 diffusers was found to achieve the desired light dose in 95% of the tumor volume. Further details of the results of this optimization are presented in the following section.

7.4 Treatment planning

The treatment planning software consists of a MATLAB framework and the simulation space in C. The patient’s anatomy and optical properties are read in through the MATLAB interface. These parameters are then used to drive an initial MC simulation with a single diffuser placed at the center of the tumor volume. The results of this
simulation are used to find the value of $\delta$ by fitting equation 4.27 to the simulated data, which is then used in the optimization of diffuser number and placement. Once these are determined, a MC simulation is run with the determined diffuser positions. The results of this simulation can then be analyzed in order to ensure that the target light dose is achieved in the specified volume of tumor, and the placements can be adjusted in order to give the desired behavior.

Results of treatment planning are typically expressed using dose-volume histograms. These histograms illustrate the portion of the tumor and healthy regions that received at least a certain light dose. These are used to evaluate whether tumor regions are receiving the prescribed dose, and whether healthy regions are being over-treated. The dose-volume histogram for the scenario depicted in Figure 7.3b is shown in Figure 7.4. As can be seen, the tumor received a significantly higher light dose than the surrounding normal tissue. 94% of the tumor received a dose of at least the prescribed 100 J/cm$^2$ dose, while only 5.7% of the healthy tissue received a dose greater than 100 J/cm$^2$. In treatment planning for radiotherapy, a therapy is typically prescribed such that 95% of the tumor receives at least 95% of the desired dose[174]. In our case, 95.3% of the tumor volume received a dose of 95 J/cm$^2$. 

Figure 7.4 Dose-volume histogram for the case of five diffusers inserted into an elliptical tumor embedded in healthy tissue, as shown in Figure 7.3b. Prescribed light dose was 100 J/cm$^2$, with 200 J/cm delivered by five 2 cm diffusers.

The fluence distribution generated can be dependent upon the materials surrounding the tumor volume. In the situation shown in Figure 7.3b and Figure 7.4, the tumor was surrounded by a healthy tissue volume with an index of refraction equal to that of the tumor tissue. This is not always the case. One application in which we are interested is PDT treatment of large tumors at the base of the tongue. In this case, part of the tumor is in contact with air rather than other tissue. This can result in changes to the placement of diffusers, and the fluence distribution generated. To examine this, we used the elliptical tumor specified previously half submerged in healthy tissue and half in air. This interface results in a concentration of fluence at the tissue-air interface, and leads to a different dose-volume histogram, as shown in Figure 7.5.
Figure 7.5 Dose-volume histogram for the case of five diffusers inserted into an elliptical embedded half in air and half in healthy tissue. The prescribed light dose was 100 J/cm$^2$, with 350 J/cm delivered by each diffuser.

In this case, each fiber was required to deliver a total light dose of 350 J/cm in order to achieve 95% of the prescribed light dose in 95% of the tumor. 94.8% of the tumor volume received a dose of at least 100 J/cm$^2$, with 95.1% of tumor receiving a dose of 95 J/cm$^2$. We observed that the dose deposited close to the air-tumor interface was increased compared to a tumor-healthy interface due to total internal reflection, but that the overall dose deposited was reduced. This is likely due to fluence escaping the tumor at the air interface, rather than scattering back in from the healthy region. The volume of healthy tissue that received a dose greater than 100 J/cm$^2$ decreased to 2.6%. The optimal diffuser positions were found to change by an average of 0.7 mm when the air interface was added. It is therefore important to understand the effects of interfaces on the light dose in the tumor and surrounding healthy tissue.
The placement of diffusers can also have an effect on the deposited dose. In many interstitial PDT trials, the diffusers are placed uniformly in a grid pattern with typical spacings of approximately 1 cm[10, 16]. While this is more straightforward clinically, it can lead to certain regions of the tumor being undertreated. This is illustrated in Figure 7.6.

**Figure 7.6** Contour plot showing the dose distribution created by five diffusers placed in a pre-defined grid pattern, with 7.5 mm separations. Each contour line represents an increment of 100 J/cm² in the delivered dose, and the thick black line represents the boundary between tumor and healthy tissue. Shown here is the dose distribution achieved using diffusers placed uniformly at 7.5 mm separations. While the total dose delivered to the tumor is comparable to the case of optimized diffuser positions, there are regions that are under-treated in this case. These regions are evident in the corners of the tumor region in Figure 7.6, as compared to Figure 7.3b. In this case 91% of the tumor volume received a light dose of 95 J/cm², compared to 95.3% for the optimized diffuser placement. While this difference may not
seem large, it can result in expanded viable tumor regions after treatment, potentially leading to a greater rate of tumor regrowth.

After demonstrating the viability of the treatment planning software in an idealized tumor case, we created a treatment plan using CT images and ROIs from a radiotherapy treatment plan that was carried out at Roswell Park Cancer Institute. The patient, shown in Figure 7.1 and Figure 7.2, had a primary laryngeal tumor with tumor tissue also present in the lymph nodes. In our treatment planning, we used PTV 56 (see Figure 7.2b) as our region over which to optimize the dose, with a desired light dose of 100 J/cm². Due to the tumor size, 5 cm diffusers were used in the treatment plan, with each diffuser delivering 400 J/cm. Since we did not have optical measurements of the patient, we needed to assume optical properties. In this case, we used \( \mu_a = 0.5 \text{ cm}^{-1} \) and \( \mu_s = 74 \text{ cm}^{-1} \) for tumor tissue, and \( \mu_a = 0.2 \text{ cm}^{-1} \) and \( \mu_s = 84 \text{ cm}^{-1} \) for all other soft tissues. These values were derived from those measured in kidney tissue in chapter 4. A value of \( g = 0.9 \) was used for all tissue types.

A total of 15 diffusers were found to provide an adequate light dose to the desired treatment volume. The optimized locations of the diffusers are shown in Figure 7.7.
Figure 7.7 Placement of 15 5-cm diffusers (+) in patient volume after optimization of number and placement of sources. Also shown are lymph nodes (LN) with nodal tumors, the surrounding bulk body tissue, the spinal cord, and the spinal cord planning risk volume (PRV).

After optimization of sources, 15 diffusers were spaced by an average of 8 mm to deliver the desired dose. All of the identified diffuser positions were inside the bulk tumor volume, with some placed close to the tumor boundary. These diffuser positions generated the dose-volume histogram shown in Figure 7.8. 96.4% of the tumor volume was found to receive a light dose of 100 J/cm², with 96.7% of the tumor receiving a dose of 95 J/cm². The only healthy tissues that received any light dose were the bulk body tissue and the left lymph node. 2.7% of the bulk body tissue was found to receive a light dose of greater than 100 J/cm², while 11.6% of the left lymph node was found to receive this dose.
Specification of precise diffuser positions can be difficult to achieve clinically, due to uncertainty in fiber placement. There may also be intervening anatomy, such as major blood vessels or bones, that does not allow placement of the diffusers at the positions specified by the treatment planning software. This can result in fiber placements that deviate from the prescribed plan. Fortunately, each of the cylindrical diffusers contains a radiomarker band that is visible by CT. After the fibers are inserted, their exact positions can be determined by imaging in the operating room. These positions can then be used to run MC simulations to determine the predicted dose. This allows the physician to have knowledge of tumor regions that may be under-treated or healthy regions that may be over-treated. The relative treatment times of the individual fibers can then be adjusted to alleviate these concerns.
7.5 Discussion

There is a need for treatment planning in PDT, especially in the case of interstitial PDT. Unlike in treatment modalities such as radiotherapy, the dose in PDT is often not well-defined and the same treatment regimen is often given to all patients in a trial. For example, Lightdale et al delivered a uniform 300 J/cm dose to all patients in a Phase III trial of PDT for esophageal cancer[8]. Similarly, Biel describes a series of clinical trials using uniform irradiation for cancers of the larynx[15]. This administration of a uniform treatment to patients with optical properties that are potentially highly variable can lead to differing tumor responses. This seems to be one of the major factors impeding the progress of PDT in clinical applications. While PDT offers a number of advantages over other treatment modalities, the results are often too unpredictable to be clinically viable. With attention to inter-patient variability and careful treatment planning, it is hoped that the results of PDT treatment will become more reproducible across patients, resulting in increased use of PDT as a treatment for a number of diseases.

The treatment planning process presented in this chapter combines a number of techniques developed previously in this thesis. We have demonstrated the creation of treatment plans that improve on the placement of diffusers on a uniform grid and assuming typical optical properties. To the best of our knowledge, this is the first time that radiotherapy treatment plans have been used to inform treatment planning for PDT. However, there is certainly still room for improvement in the method. The first area in which this is possible is in the optimization of the diffuser number and placement. Here we use a relatively simple non-linear optimization based on the coverage of tumor and
healthy volumes. Other groups have previously used the Cimmino block algorithm to optimize the placement of treatment fibers, with good results[45]. This algorithm is an iterative technique for the solution of systems of linear inequalities[175]. In the case of PDT treatment planning, the inequalities to be solved involve the light dose delivered to tumor and healthy tissues at pre-defined constraint points. The Cimmino algorithm is typically used in situations in which the dose to the surrounding healthy tissue is a critical treatment parameter, such as in the prostate. For our purposes, we have chosen to use a less complex optimization algorithm. Since a number of research groups have worked with the Cimmino algorithm, it could be productive to compare it quantitatively with our algorithm in the future.

The algorithm presented here also assumes homogeneous optical properties during the optimization. This ignores local variance in optical properties, and could result in the diffuser placement being sub-optimal. The running of a simulation using the optimized diffuser positions and full optical properties and anatomy alleviates this problem, but corrections to the treatment plan are computationally expensive at this point. For example, re-running a five diffuser treatment plan with new diffuser positions for the full optical property map takes approximately 6-10 minutes. With the assumption of homogeneous optical properties and a fluence distribution given by equation 4.27, this computation is reduced to approximately 100 ms. This computation can potentially be done using finite element models of light propagation, as has been shown by Davidson et al[44] and Thompson et al[138]. These finite element models allow for modeling of heterogeneous optical properties, and generally assume diffusion-based light propagation.
However, there can be significant computational overhead for the creation of the meshes used in the finite element calculations.

As discussed in section 7.2, the optical properties measured by spectroscopy are only known rigorously in a limited volume. Assumptions can be made about homogeneity, but these assumptions ignore small-scale changes in the local optical properties that can have a large effect on the deposited dose. It would therefore be desirable to have a map of the optical properties at high resolution over the entire treatment volume. Since the main absorber in bulk tissue is hemoglobin, a determination of the hemoglobin concentration would provide a great deal of this information. This determination may be possible using MRI. Using changes in the spin-echo signal, determinations of total blood volume have been demonstrated[176]. Techniques based on imaging of contrast media in blood vessels have also been used to determine blood volumes[177].

An MRI-based technique does not take into account the effects of oxygenation on the absorption of hemoglobin. While there have been a number of studies on determination of blood oxygenation from MRI, the results are generally qualitative[178], although there have recently been some studies done on quantitative determination of blood oxygenation based on T2-relaxation-under-spin-tagging[179]. We are hoping to investigate the effects of oxygen status on the deposited dose, given total hemoglobin concentration. The tissue scattering can also have a large effect, so this relationship will also need to be examined carefully. If the errors determined are comparable to those inherent in spectroscopic determinations of optical properties, such a MRI-based scheme
could prove highly valuable. In addition to the resolution and coverage advantages, an MRI-based scheme would reduce clinical complexity. Patients routinely receive MR imaging before treatment, so no additional procedures would be required. Additionally, this would not require the addition of separate spectroscopy fibers, each of which increases the risks of bleeding and infection.
Chapter 8

Conclusion

In this thesis, we have covered a number of topics related to optical monitoring and treatment planning for PDT. We began with an examination of two studies of optical monitoring of PDT. In the first study, reflectance and fluorescence spectroscopy were used to inform the optimization of treatment parameters for methylene blue mediated PDT. To the best of our knowledge, this represented the first study that examined the efficacy of short drug light intervals for methylene blue mediated PDT. This short drug-light interval was informed by observation of MB fluorescence reduction during longer drug-light intervals, and was shown to improve tumor response. The \textit{in vivo} reflectance and fluorescence spectra shown in this study also represented the first reported instances of these data in the literature.

The encouraging results obtained from this study have been used to motivate further examinations of the efficacy of MB-PDT, particularly in the treatment of infection. Using MB-PDT, Haidaris \textit{et al} demonstrated effective killing of bacterial and fungal species obtained from patients undergoing percutaneous drainage of the abscess cavity\cite{180}. Due to the results shown in this paper, we are actively pursuing a clinical trial to treat patients with MB-PDT following draining of infected abscesses. In these patients, methylene blue will be delivered at the time of draining and treatment light will be delivered using the laser system outlined in Appendix A. We hypothesize that PDT at the time of draining will reduce the recurrence of infection, and result in fewer surgical
procedures for patients. PDT may also reduce the reliance on prolonged antibiotic regimens that can accelerate the development of antibiotic-resistant bacteria.

We are also pursuing a clinical trial of MB-PDT in the context of cholangiocarcinoma, a malignancy of the bile ducts. Due to the generally delayed detection of this malignancy, most diagnosed patients are not eligible for surgery. Treatment usually takes the form of palliative biliary stenting to allow for drainage. These stents can often become occluded by regrowth of tumor tissue, and therefore require regular replacement. PDT at the time of stenting has been examined previously as a means of delaying this tumor regrowth[12]. Using the photosensitizer Photofrin, Ortner et al showed a five-fold improvement in survival for stenting with PDT versus stenting alone. Due to our success with MB-PDT and the diminished side effects associated with MB compared to Photofrin, we plan on collaborating with colleagues in interventional radiology to perform MD-PDT at the time of stenting for patients with cholangiocarcinoma. Since patients receive clinical imaging prior to stenting and the treatment fiber will be inserted under image guidance, this procedure would benefit from application of the treatment planning framework described in chapter 7.

In the second study described in chapter 2, we examined the fluorescence photobleaching of the photosensitizer Pc 4. This examination was performed at two fluence rates, and the rate of photobleaching was shown to be dependent on the fluence rate. This is the first time that fluence rate dependent photobleaching has been shown for Pc 4. Also, the photobleaching was shown to be more rapid at higher fluence rates, which has not been previously demonstrated for any photosensitizer. For other
photosensitizers, the photobleaching is either not fluence-rate dependent[85] or is more rapid at lower fluence rates[54, 55, 86, 87]. The photobleaching of Pc 4 fluorescence was shown not to correlate to tumor response, which seems to indicate that it is not a potent dosimeter for Pc 4 PDT under the conditions of our experiment. To clarify, this was shown for a Pc 4 concentration that did not demonstrate any tumor cures. In order to demonstrate this effect conclusively, the study would have to be repeated at a Pc 4 concentration that results in a significant number of tumor cures, which we are considering.

This study underscores the challenges of using photobleaching measurements to predict the outcome of PDT. While there have been a number of studies that have shown correlations between photosensitizer fluorescence photobleaching and tumor response, particularly for PpIX[21-23], measurements of individual patients were not used to predict the response for a particular patient. Correlations were only shown for groups of responders vs. groups of non-responders. Additionally, photobleaching is only useful for photosensitizers in which bleaching is strongly mediated by singlet oxygen. Finlay et al showed that photobleaching of Photofrin is dependent on both singlet oxygen and triplet interactions[85]. This leads to photosensitizer concentration-dependent bleaching mechanisms, which could result in photobleaching data being misinterpreted. Therefore, some caution is merited in the pursuit of photobleaching-based dosimetry schemes.

In chapter 3, we demonstrated a GPU-enhanced MC simulation framework and a number of source and detector models. These models are more accurate physical representations than have been used previously, and allow for the simulation of light
delivery and detection in complex geometries. The GPU-based nature allows for rapid simulation, which makes the creation of large MC libraries feasible. These MC models were used extensively throughout the thesis, and drove much of the work presented. One of these source models, the cylindrical diffusing fiber, was examined in further detail in chapter 5. Our model predicted heterogeneous detection of fluorescence by these fibers, which was verified experimentally. This represents the first time that the detection of fluorescence by cylindrical diffusers has been examined rigorously, and has implications for the use of these devices for the monitoring of PDT. In future clinical applications of cylindrical diffusers in treatment planning, their detection pattern will need to be carefully considered.

Chapter 4 covered two methods for optical property extraction from diffuse reflectance measurements, both in surface-contact and interstitial geometries. In the surface geometry we examined the optical properties of excised human kidneys. These extracted optical properties were similar to those previously reported for the kidney[173], and allowed us to examine the possibility of interstitial PDT in this area. We determined that PDT was indeed feasible, given the recovered optical properties, and provided evidence for the advantage of photosensitizers that absorb at longer wavelengths. A number of these longer wavelength photosensitizers are being developed[132]. We are pursuing a collaboration with Photolitec, a company founded out of Roswell Park Cancer Institute in Buffalo, NY, in order to explore the treatment of tumors with these longer wavelength photosensitizers. This motivates the potential use of PDT as another treatment option for renal cancers. We are currently considering a clinical trial of PDT
for the treatment of renal cell carcinoma, with clinical collaborators in Urology
expressing great interest.

A new method for the determination of optical properties from interstitial
spectroscopy measurements was also demonstrated in this chapter. We used a custom,
encapsulated optical probe to make spatially resolved diffuse reflectance measurements.
Using the MC model detailed in chapter 3, we were able to accurately recover absorption
and scattering coefficients over a variety of absorber and scatterer concentrations. This
was demonstrated in phantoms containing MnTPPS and intact human erythrocytes. The
accuracy of the method is comparable to surface-contact techniques, which can rely on
mathematical models that utilize the simpler boundary conditions present in that scenario.
Our method has the advantage of using a single probe, with an outside diameter of 1.1
mm. This means that multiple spectroscopy fibers do not need to be inserted, reducing
clinical complexity and risks to the patient. The probe can also be inserted along the
same track as the treatment fiber, allowing for spectroscopy to sample approximately the
same volume that will be treated by PDT. This allows for integration of the determined
optical properties with treatment planning software. Our method also does not require
extensive calibration with reference phantoms. Since we have a rigorous MC model of
the probe, the training of the fitting algorithm could be performed automatically in the
simulation space. Publication of these results is planned in the near future.

As mentioned in chapter 4, our model is only valid for transport albedos of greater
than 0.95. While this covers the bulk of optical properties found in tissue, there may be
some scenarios in which our model will not provide meaningful results. Another concern
with the use of interstitial probes is blood pooling around the probe. Finlay et al described blood pooling around reflectance probes leading to some data being uninterpretable[19]. Johansson et al also described blood pooling at detector fibers causing dramatically reduced signal at certain locations, leading to data being excluded[181]. If data corrupted by blood pooling are not manually excluded, this can lead to determinations of hemoglobin concentration that are higher than those present in bulk tissue.

Our spectroscopy measurements also require approximately one minute of total integration time to collect light sequentially at each of the detector fibers. If the optical properties are changing rapidly the measurements at each of the detector fibers could be made under different conditions, which could lead to transient phenomena being inaccurately represented. This problem could be alleviated by reducing integration time through the use of a brighter lamp, or by collecting the spectra at each of the detection fibers simultaneously. Our research group has previously shown simultaneous detection of broadband spectra from many fibers using a CCD[111]. This would increase the complexity of the instrumentation, which could lead to reduced clinical opportunities.

In chapter 6, a method for the determination of intrinsic fluorescence from point, interstitial measurements was demonstrated. This technique relies on a $P_3$ approximation to forward-adjoint fluorescence theory, and was able to give accurate estimations of the fluorophore concentration. The method was also capable of determining the concentrations of background absorbers, although with lower accuracy than the fluorophore concentration. To the best of our knowledge, this represents the first
demonstration of the recovery of intrinsic fluorescence from point, interstitial measurements without \textit{a priori} knowledge of the optical properties. We are planning to publish these results in the near future.

These results have also led to the pursuit of a clinical trial for measurement of intrinsic fluorescence \textit{in vivo}. We are planning to investigate the concentration of doxorubicin in liver tumors following the administration of this drug via TACE. While doxorubicin concentration has been measured using fluorescence in excised tissue\cite{154}, this quantity has never been measured \textit{in vivo}. Clinical protocols are currently being prepared, with submission to the University of Rochester Research Subjects Review Board and the FDA anticipated in the near future. We have secured funding for this project\cite{170}, and plan to collect data from five patients as an initial prospective study.

Chapter 7 was the result of the integration of a number of components previously demonstrated in this thesis. Optical property recovery schemes outlined in chapter 4 were combined with the MC models described in chapter 3 in order to create a framework for interstitial PDT treatment planning. Clinical CT images were combined with an optimization algorithm in order to design PDT treatments for theoretical tumor volumes, with improved light dose distributions demonstrated for optimized source placements. To the best of our knowledge, this is the first time that radiotherapy treatment plans have been used to inform treatment planning for PDT. As a next step, we are planning to test the treatment planning framework in mouse models to examine its relation to tumor response. We are also planning to refine the algorithm for optimization of source placement to account for tissue interfaces. A fully formed treatment planning
package will allow for the creation of individualized PDT treatments, which should improve the efficacy of such treatments. It is hoped that this will reduce the variability in tumor response, and result in the increased deployment of PDT in the treatment of cancer.

This thesis has focused on the use of PDT for the treatment of bulky tumors deep within the body. While PDT offers a number of advantages, including reduced scarring and systemic side effects, it is important to acknowledge other therapies that exist. Perhaps the most well known of these is radiotherapy. In this modality, ionizing radiation is used to induce DNA damage that leads to cell death in the treated volume. This therapy is the standard of care for a number of cancers, and has shown excellent results. Radiotherapy also allows for the treatment of large volumes, and can therefore treat tumors that may not be feasible for PDT. However, radiotherapy can also have significant side effects. For the case of head and neck cancers, radiation delivered to surrounding healthy tissues can result in reductions in muscle mass[182], difficulty swallowing[183], impaired speech[184], and can lead to dependence on tracheotomy or a percutaneous gastrostomy tube[185].

Another treatment modality that is widely used in the treatment of bulky tumors is radio-frequency ablation (RFA). In this technique, tumor tissue is subjected to high-frequency alternating current. This causes a temperature increase, leading to cell death[186]. RFA has been used extensively in the treatment of liver tumors[187, 188]. As with PDT, RFA is often used in patients that are not eligible for surgery. Unlike PDT, RFA requires significant heating of the tumor tissue to achieve the desired response. In well-perfused tumors, the rapid out flux of blood can lead to reduced heating in the tumor
tissue. Therefore, RFA may not be a viable therapy for tumors in which there is significant blood flow.

Another treatment that relies on changing the temperature of tissue to cause cell death is cryotherapy. This therapy relies on dramatic reduction of temperature to kill tumor tissue. Cryotherapy has been used in the treatment of a number of malignancies, with success shown particularly in the cases of prostate[189] and lung cancers[190]. Cryotherapy has also been compared with PDT for the cases of actinic keratosis and Bowen’s disease. Szeimies at al showed comparable response rates for PDT and cryotherapy in the treatment of actinic keratosis[191]. However, PDT provided better cosmetic results and higher patient satisfaction. In another study of actinic keratosis, Freeman et al showed significantly higher tumor response rate for PDT compared to cryotherapy[192]. For Bowen’s disease, Morton et al showed comparable results between cryotherapy and PDT[193].

One major shortcoming of PDT is its inability to treat broadly metastasized tumors. Due to the relatively short penetration depth of treatment light, PDT can only be used to treat localized tumors. It is therefore best suited for applications in which malignancy has been detected early, or where side effects of more systemic treatments will be too severe. There has also been some investigation of the use of PDT to trigger systemic anti-tumor immunity. Gollnick et al showed an increase in the presence of antigen presenting cells at sites remote from PDT, which can lead to increased recruitment of T cells[194]. This has led to the proposal of PDT-generated antitumor vaccines, as demonstrated by Korbelik et al[195].
Despite its localized nature, PDT is an attractive option for the treatment of bulky tumors. The decreased damage to surrounding normal tissue provides a strong motivator for the use of PDT, particularly in regions where traditional therapies cannot be applied. With careful attention to dosimetry and treatment planning, it is entirely possible that PDT could become another viable treatment option for clinical oncologists.
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Appendix A

A Custom, Modular Laser System for Interventional Radiology Applications of Photodynamic Therapy

A.1 Introduction

A major impediment to the widespread clinical application of PDT is the availability of FDA-approved, commercially available laser systems. There is currently only one FDA-approved PDT laser, and it is designed to work solely with Photofrin, which has peak absorption at 630 nm. The system is also expensive, with a price of approximately $100,000. As more photosensitizers are developed and approved that absorb at different wavelengths, hospitals would be required to buy multiple expensive laser systems to treat with each individual drug. These lasers are not FDA-approved, so each new wavelength would also require a separate FDA approval. This leads to the regulatory process becoming prohibitive to the adoption of newer, potentially more beneficial photosensitizers. It would therefore be desirable to have a less expensive laser system with multiple available output wavelengths and a common framework that could more easily be approved.
A.2 Proposed design

We have proposed a design that attempts to alleviate these concerns[196], as shown in Figure A.1.

![Proposed laser system design](https://via.placeholder.com/150)

**Figure A.1** Proposed laser system design, including laser modules, drivers, laser power measurement system, shutter, and control laptop. All pieces, except the individual laser modules, are part of a common control and measurement framework that is constant for all laser modules.

The system consists of a common control and measurement framework, with swappable laser modules for excitation of multiple wavelengths. The common framework consists of laser and thermo-electric cooling (TEC) drivers, a laser power measurement system, a shutter, and a computer for control. The laser and TEC drivers are of sufficient voltage and current to drive high-power diode lasers (1-2 W) at a variety of wavelengths. This laser output power will be sufficient to drive multiple treatment fibers simultaneously. The laser power measurement system consists of an integrating sphere, detector, and power meter. The system would be calibrated at each of the desired output wavelengths
in order to ensure the delivered fluence rate at the fiber output matches the desired value. The shutter is present as an additional fail-safe, should the communication between the computer and laser somehow be interrupted. All of these components would be controlled and monitored by custom software on the laptop computer. The only pieces available to the end-user would be the SMA connector for treatment fiber attachment, and the integrating sphere port for measurement of output power. The user could then select the desired fluence rate and total fluence, insert the treatment fiber into the integrating sphere port, and the system would set the laser power and treatment time.

A more complex version of the system could also incorporate visible steering beams and fluorescence excitation sources. For certain photosensitizers, the absorption can extend into the NIR[131, 132], where the treatment field would not be visible by eye. A low-output visible wavelength would therefore need to be piped into the treatment fibers for alignment. This could be accomplished using either bifurcated fibers or optical switches. For some cases, it would also be desirable to excite fluorescence for visualization of the photosensitizer distribution by the physician. This would require a separate, low-power fluorescence excitation source to be present in the system. This could again be coupled into the treatment fibers using bifurcated fibers or optical switches.

This proposed design should help reduce the administrative and financial burdens currently present in the acquisition of clinical PDT laser systems. Since the system consists of modular laser diodes, the design could first receive approval for a given wavelength laser. Approval of additional wavelengths would then be relatively
straightforward, since the control and safety elements would already be approved. The addition of subsequent laser modules would only require the approval of the laser diode itself. Alternatively, the system could be approved for a number of clinically relevant wavelengths simultaneously.

The cost of this system would also be significantly less than the currently available FDA-approved laser system. Whereas that system costs approximately $100,000, we have built a first-generation prototype of our design for approximately $10,000, as will be described in the next section. Even with profit margins and manufacturing overheads factored in, our design would cost significantly less. Furthermore, the addition of other wavelengths would not require the purchase of a separate laser system. It would only require the purchase of additional laser modules, which cost approximately $3000-$5000. This would remove one of the impediments of transitioning into the use of newer photosensitizers.
A.3 Laser system for methylene blue mediated PDT

In order to demonstrate this design we have constructed a prototype with a laser module aimed at the photosensitizer methylene blue. The current status of this prototype is depicted in Figure A.2.

![Image of laser system](image)

**Figure A.2** Current status of laser system for excitation of the photosensitizer methylene blue, including laser diode, drivers, laser power measurement system, and laptop computer for control.

The system consists of a 1.2 W diode laser operating at 665 nm (LDX-3230-665-HHL, LDX Optronics, Maryville, TN), mounted on an Arroyo 244 HHL laser mount (Arroyo Instruments, San Luis Obispo, CA). The laser is driven by an Arroyo 4308 Laser Source Driver and cooled by an Arroyo 5305 TEC Source Controller. The system also includes an integrating sphere based power measurement system (STM-LPMS-060-SI, Labsphere, North Sutton, NH) for determination of output power from treatment fibers. The power measurement system was re-calibrated by Labsphere for the sphere and detector shown.
above. All components of the system are monitored and controlled by a custom LabVIEW interface (National Instruments, Austin, TX), run from a laptop computer. The system will be packaged into a single box, with only the output fiber connector and integrating sphere port accessible to the user. The LabVIEW interface will also be compiled into an executable, so that the code cannot be modified by the end user. We are hoping to use this completed system in a clinical trial exploring MB-PDT of infected abscesses, as discussed previously.

Future iterations of the design will focus on improved modularity of the laser diodes, ease of user interface, and packaging. Currently the laser diode is attached to the laser mount and must be screwed to connectors from the laser and TEC drivers. In the future, these connections could be made to slide or click into place, allowing new modules to be easily installed. We would also like to transition the user interface from a separate computer to an integrated touch-screen. The control software only requires 3 serial port connections, which is easily achievable with a number of commercial touch-screen packages. This would result in an interface that is similar to that already used by technicians in the interventional radiology department at the University of Rochester Medical Center. Finally, we would like to improve the packaging and appearance of the laser system. Towards this end, we have been consulting with Toptica Photonics in Victor, NY. Toptica has a wealth of experience in the design of laser systems, and they are interested in working with us on this design. We hope to have the components enclosed in small, stable package that looks similar to existing medical instruments used in the clinic.